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MULTI{OBJECTIVE DESIGN OF OPTIMAL COMBINEDCYCLE POWER PLANTS WITH SUPPLEMENTARYFIRINGEleni T. Bonataki?, Alexis P. Giotisy, and Kyriakos C. Giannakoglouy? (1) Publi Power Corporation,Thermal Projets Engineering & Constrution Department,30-32 Aristotelous Str., Athens 104 33, GREECE,Tel: (30)-210.823.15.99, Fax: (30)-210.823.01.25,e-mail: ebonataki�dmkt.dei.gryNational Tehnial University of Athens,Lab. of Thermal Turbomahines,P.O. Box 64069, Athens 157 10, GREECE,Tel: (30)-210.772.16.36, Fax: (30)-210.772.37.89,e-mail: [agiotis , kgianna℄�entral.ntua.gr ,http://velos0.ltt.meh.ntua.gr/EASYKey words: Evolutionary Algorithms, Multi{objetive Optimization, Constraints, En-ergy, Combined Cyle Gas Turbine Power Plants, Supplementary Firing.Abstrat. This paper is dealing with the design of an optimal ombined yle powerplant with supplementary �ring. For this purpose, an Evolutionary Algorithm based opti-mization tool, namely ode EASY 1.3 developed by the National Tehnial University ofAthens, will be used to arry out a number of di�erent optimizations. The main target isto get on�gurations with maximum eÆieny and power output at minimum ost. Suh athree-objetive optimization yields a 3D Pareto surfae; this has been analyzed in detail byrunning additional two{objetive ases and srutinizing their results. The analysis of theobtained results o�ers a omplete understanding of the role of various design parameters,inluding supplementary �ring.
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Eleni T. Bonataki, Alexios P. Giotis and Kyriakos C. Giannakoglou1 INTRODUCTIONEletri power generation using both gas and steam turbines, operating in ombinedyle, is nowadays in widespread use. It is well known that Combined Cyle Gas Turbine(CCGT ) power have short eretion time, low investment ost and partiularly higher ef-�ieny ompared to that of onventional steam power plants. Building optimal CCGTpower plants requires �rst to de�ne the design parameters and then to employ an op-timization method with one or more objetives. Maximizing power output as well aseÆieny while minimizing the apital ost are three typial targets.This paper is dealing with the design of an optimal CCGT plant with supplementary�ring, shown in �g. 1. Supplementary �ring (sf ) is used at the gas turbine exit (position0) in order to inrease the temperature of exhaust gases entering the Heat Reovery SteamGenerator (HRSG), in the expense of additional fuel onsumption.
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Figure 1: Combined Cyle Gas Turbine Power Plant with Supplementary Firing.The design of an optimal power plant alls for multi-riteria optimization tools andEvolutionary Algorithms (EA) is an evident hoie. In this paper, the use of the opti-mization software EASY 1.3 (Evolutionary Algorithm SYstem, developed by the Lab. ofThermal Turbomahines of the National Tehnial University of Athens) for a realistidesign will be demonstrated. EASY 1.3 is apable of handling both single{ and multi{objetive, onstrained or unonstrained optimization problems and may also redue thenumber of required evaluations through the use of surrogate models, suh as arti�ialneural networks. Most of the theoretial aspets and the apabilities of EASY 1.3 are2



Eleni T. Bonataki, Alexios P. Giotis and Kyriakos C. Giannakoglouanalyzed in [1℄ and [2℄.2 THE COMBINED CYCLE GAS TURBINE POWER PLANTThe CCGT power plant that will be optimized is shown in �g. 1. During the designproess some of the operating parameters are onsidered to take on �xed (user{de�ned)values. The �xed parameters are:� the gas turbine operating data, namely the power output (70MW ), eÆieny (40%),exhaust gas mass ow rate (265 kg=s) and temperature (440oC),� eÆienies (isentropi 90% for the HP and 87% for the LP, mehanial �meh = 90%and eletrial �el=100%) related to the steam turbine (ST ) and its generator (G2 ),� the extration pressure (2:5 bar, marked by ex in �g. 1) from the LP steam turbineand� the ondenser vauum (45 mbar, position 22), whih is hosen for minimal wasteheat in the ondenser.The design variables, i.e. the parameters ontrolled by the optimization tool are listedbelow. The lower and upper bounds [Lower; Upper℄ for the most important among themare also given. Some of the unknown temperatures are indiretly de�ned as di�erenesfrom other temperatures omputed during the power plant analysis.� the HP steam pressure [20; 100 bar℄,� the LP steam pressure [2; 15 bar℄,� the superheated steam temperature at the exit of the HP branh of the HRSG(position 14), de�ned as the di�erene from the exhaust gas temperature after thesupplementary �ring,� the feedwater temperature at the inlet (position 12) to the HP evaporator,� the feedwater temperature at the exit (position 11) from the �rst HP eonomizer,� the feedwater temperature at the inlet (position 16) to the LP evaporator,� the superheated LP steam temperature (position 18),� the total pressure of steam driven to the water tank [1:1; 2:0 bar℄,� the perentage r of the ue gases mass owrate that passes through the LP eono-mizer [10%; 45%℄, 3



Eleni T. Bonataki, Alexios P. Giotis and Kyriakos C. Giannakoglou� the ue gases temperature at the ondensate preheater inlet (position 7),� the HRSG exhaust (position 8) gas temperature [103; 110oC℄ and� the supplementary fuel mass owrate _msf , expressed as the perentage of O2,ontained in the ue gases at position 0 and used for the supplementary �ring,[0%; 100%℄Aording to the EA terminology, the thermal analysis of a CCGT power plant re-quires the so{alled evaluation tool. This is based on a system of mass and heat balaneequations, governing the various plant omponents. These equations are summarized be-low. H and h will denote ue gases and water/steam enthalpies, respetively; LHVfuel isthe lower heating value of the fuel (natural gas):(a) Heat balane ourring in the HRSG heat exhangers (below, this is written onlyfor the heat exhangers loated between positions 6 and 7):r( _mg + _msf)(H6 �H7) = _mLP (h16 � h15)(1� r)( _mg + _msf)(H6 �H7) = _mHP (h11 � h10)(b) Heat balane ourring in the ondensate preheater:( _mg+ _msf)(H7�H8)=( _mHP+ _mLP� _mex)(h24�h23)() Heat balane ourring in the feedwater tank:_mex(h9�h25) = ( _mHP+ _mLP� _mex)(h24�h9)(d) Work{heat balane ourring in the steam turbine:PST = ( _mHP (h14�h19)+( _mHP+ _mLP )(h20�h21)+ ( _mHP+ _mLP� _mex)(h21�h22))�el�meh(e) Heat balane ourring in supplementary �ring:( _mg+ _msf)H1= _mgH0+ _msfLHVfuelThe thermodynami properties of ue gases, water and steam are all modelled usingpolynomial expressions. The ue gases omposition after the supplementary �ring (posi-tion 1) is alulated using ombustion equations. The total eÆieny of a CCGT powerplant is given by 4



Eleni T. Bonataki, Alexios P. Giotis and Kyriakos C. Giannakoglou
�CC = PGT + PST_mfuelLHVfuelwhere PGT and PST is the eletrial power produed at the gas and steam turbines re-spetively and _mfuel is the total fuel mass owrate.The apital ost of the CCGT plant is alulated by summing up the ost of its mainomponents, viz. the gas turbine, the HRSG system and the steam turbine as well as theost of the additional eletromehanial equipment and ivil works whih are neessaryin order to omplete the plant (expressed as a �xed perentage of the main equipmentost). The ost of gas and steam turbines depends upon the power of eah one of them.In order to ompute the ost of the HRSG system, the total area of the heat exhangersof the HRSG is required.Finally, for the HRSG of this power plant, twelve inequality onstraints should beful�lled in order to ensure feasible heat exhanger design. Additionally, the inlet temper-ature to the steam turbine (position 14) should not exeed 565oC. All these inequalityonstraints are taken into aount by penalizing the ost value of all the objetives. Pra-tially, for any inequality onstraint of the form Ta � Tb, if �T = Ta�Tb < 0, the penaltyfator pi = e�T=Tb is omputed. The total penalty fator ptot is the produt of all pi's andthe penalized ost value is the yk = yk=ptot.Having de�ned objetives and onstraints, we seek to optimize the relevant Rankineyle and the heat-temperature (Q � T ) diagram for the HRSG. In the Q � T diagramsthat will be shown in the Results setion for a number of optimal on�gurations, ue gasesand (ounter{owing) water or steam temperatures will be plotted and the onstraintswill be interpreted graphially.3 EVOLUTIONARY ALGORITHMSOne of the fundamental appliation of Evolutionary Algorithms (EA) is as optimizationtool. EA proess populations of andidate solutions rather than single individuals. Aseletion proess and a probabilisti random variation are the main features of any EA.Impliit to the seletion proess is one or more objetive funtions, used to determinethe ost or merit of eah population member with respet to an equal number of targets.The most frequently used variants of EA, i.e. Geneti Algorithms (GA) and EvolutionStrategies (ES ) are desribed in many standard textbooks, [3℄, [4℄, [5℄.The EASY 1.3 optimization software onstitutes a generalization of GA and ES withseveral add{on features and, for this reason, it will be referred to as an EvolutionaryAlgorithm.Before desribing the K{objetive EA built in EASY 1.3, a ouple of notations shouldbe introdued. The deision vetor will be denoted by �!x (i) and its omponents byx(i)m ; m = 1;M . The orresponding objetive vetor is �!y (i), with omponents y(i)k ; k =5



Eleni T. Bonataki, Alexios P. Giotis and Kyriakos C. Giannakoglou1; K. The objetive funtions represent the mapping <M ! <K. In minimization prob-lems, the deision vetor �!x (p) dominates �!x (q) (�!x (p) < �!x (q)) if and only if 8 k 2 [1; K℄ :y(p)k � y(q)k and 9 k 2 [1; K℄ : y(p)k < y(q)k .Using a notation whih is ommon in ES, [5℄, we will denote any EA that will be used inthis paper by (�; �; �); this symbol denotes the evolution from the parent population of �individuals to the o�spring population of � individuals, while allowing maximal life spanof individuals equal to � generations. Also, if g stands for the generation ounter, thenSg;� and Sg;� will denote the set of parents and o�spring in the g-th generation. Fromthe algorithmi point of view, the aim of an EA to ompute the Pareto front of optimalsolutions in <K is equivalent to the use of the arhival front Sg;a. Upon onvergene, Sg;aontains the set of nondominated solutions to the K-objetive problem. From a moregeneral point of view, the role of Sg;a is to preserve elitism during the evolution. It is forthis reason that, in EASY 1.3 an arhival front Sg;a, with more than one solutions, is alsomaintained in single{objetive problems. The maximum size � of Sg;a is a user{de�nedparameter.4 THE MULTI{OBJECTIVE EVOLUTIONARY ALGORITHMThe major steps of the multi{objetive EA are given below:Step 1: The � individuals �!x (i) 2 Sg;�, either reated during the previous generationor seleted at random (at the �rst generation), undergo evaluations; so, values aregiven to the objetive vetors�!y (i) = F ��!x (i)� ; �!x (i) 2 Sg;� (1)Step 2: The nondominated individuals belonging to Sg;� [ Sg;� are identi�ed. Theseform the provisional Pareto front Sg+1;��. It is the �rst ation taken in order topreserve elitism in the population. If Sg+1;�� is overrowded (with respet to theaforementioned � value), a thinning proess will be employed in Step 4. The roleof thinning will be to redue the size of Sg+1;�� and reate Sg+1;� with better pointdistribution.Step 3: Using the values of �!y (i), i 2 Sg;� [ Sg;� [ Sg+1;��, a unique ost value �(i) perindividual is omputed. Of ourse, in maximization problems, �(i) will be referred toas �tness value. Through the ost (or �tness) assignment, standard single{objetiveevolution operators an be used. There is a large literature on the subjet of ost(or �tness) assignment ([6℄, [7℄, [8℄, [9℄, [10℄, [11℄, to mention only some of the mostnotable works). They are all based on domination riteria and the onept of thePareto front; most of these methods also loate and penalize lustered solutions,in order to promote diversity. Among the many algorithmi variants o�ered tothe users of EASY 1.3, the two most inportant are listed below. Note that, with6



Eleni T. Bonataki, Alexios P. Giotis and Kyriakos C. Giannakoglourespet to the standard forms of these algorithms (see the works ited below) ertainmodi�ations were neessary for adapting them to the (�; �; �) sheme.� Front ranking based methods: The Sg;� [ Sg;� [ Sg+1;�� members are ranked infronts using a repetitive proedure. Note that the �rst front (front 0) of theabsolutely nondominated solutions is already known (Sg+1;��). The membersof front 0 are initially given the same lowest � value. Then, in order to promotediversity, these values are penalized using sharing funtions aording to thenihing onept. Distanes an be measured either in the deision variables' orthe objetives' spae. The ost assignment algorithm ensures that the � valueof any individual of the j-th front is greater than the highest � value of the(j � 1)-th front. This method is oneptually similar to the one proposed in[6℄, with the previously disussed modi�ations.� Strength based methods: This variant is based on the algorithms introdued in[10℄, [11℄. All the Sg+1;�� members are �rst assigned a ost value equal to thenumber of the Sg;�[Sg;� individuals they dominate, divided by �+�+1. Then,the � value of eah of the Sg;� [ Sg;� members is set equal to 1 plus the sumof strengths of the Sg+1;�� individuals whih dominate it. Other algorithmivariants are also possible. For instane, likely [11℄, strengths an be omputedfor all the Sg;� [ Sg;� [ Sg+1;�� members; then, the � value for eah one ofthem is the sum of strengths it dominates. The �nal � value is the sum ofthe previously omputed value plus a ontribution proportional to the loaldensity of individuals. This is alulated from the distane of this individualfrom its k-th loser neighbour, measured in the objetives' spae.Step 4: The arhival front Sg+1;� of the urrent generation is formed. If the size of Sg+1;��is less than the user{de�ned parameter �, the nondominated solutions of Sg+1;�� aremerely opied to Sg+1;�; in ontrast to some other methods (suh as SPEA2, [11℄),Sg+1;� onsists only of nondominated individuals, so its size might be less than �.On the other hand, if Sg+1;�� ontains more than � members, an iterative thinningproess, that eliminates one of its members at a time, is employed. In eah iteration,the individual to be eliminated is seleted between the two members of Sg+1;�� withminimum distane in the objetive spae, the riterion being the seond smallerdistane from its neighbours. This algorithm (desribed also in [11℄) is simple andfast as long as a reasonably low value of � is utilized. An important feature of thisalgorithm is that it maintains the Pareto front extent, i.e. it does not eliminate theindividuals lying along the edges of the arhival front.Step 5: Aiming at preserving elitist solutions in the ative population sets (seond ap-pliation of elitism), a small fration of the topmost solutions of Sg+1;� are opieddiretly to Sg;�, by replaing an equal number of the worse individuals in this set.Sg;� is, pratially, overwritten. 7



Eleni T. Bonataki, Alexios P. Giotis and Kyriakos C. GiannakoglouStep 6: The new Sg+1;� set of possible parents is reated from the Sg;�[Sg;� individuals.First, the Sg;� individuals that have reahed the maximum allowed life span areeliminated from Sg;�. Then, the members of Sg;� [ Sg;� are rank sorted in terms oftheir � values and the � top individuals are seleted to form the new Sg+1;� set.Step 7: The new o�spring set Sg+1;� is reated by appling the parent seletion operatorsto the Sg+1;�[Sg+1;� superset. Parent individuals are randomly seleted from Sg+1;�(with probability pps) or Sg+1;� (with probability 1� pps). If � < �, the aforemen-tioned random seletion is adequate. But, whenever � � �, additional seletivepressure should be exerted by inreasing the possibility of seleting parents withlower ost values; for instane, shemes suh as the probabilisti tournament sele-tion sheme are used. The number of andidates partiipating in the tournamentand the probability of seleting the andidate with the smaller ost value are user{de�ned parameters. This is an important di�erene ompared to SPEA2, whereparents are seleted only from Sg+1;�. One two parents have been seleted, reom-bination and mutation operators are applied to reate a new o�spring to be insertedinto Sg+1;�. EASY 1.3 allows a variety of multi{parent reombination operators tobe used.Step 8: Set g := g + 1 and return to Step 1 until a stopping riterion is met. The usualstopping riterion is the maximum number of evaluations.One of the possibilities o�ered by the EASY 1.3 software is the use of surrogate evalu-ation models (often referred to as metamodels or approximate models), [1℄ and [2℄. EASY1.3 implements the so{alled Inexat Pre{Evaluation phase to redue the number of eval-uations required from the same solution quality. In the present analysis, there was noneed to use the metamodel, sine the evaluation tool was very fast.5 RESULTS { DISCUSSIONExtending previous work by the authors, [12℄, this paper will fous on the design of theCCGT power plant with supplementary �ring, �g. 1. We reall that the goal is to designpower plants with maximum eÆieny, maximum power output (at G2 ; the power outputat G1 is determined by the gas turbine harateristis) and minimum investment ost.The design variables, the �xed parameters and involved onstraints have been disussedin previous setions.In �g. 2, the Pareto fronts omputed through four optimization runs are shown. This3D plot inludes one Pareto front (surfae, formed by a loud of points) from a three-objetive optimization and three Pareto fronts (3D urves) resulted from three two{objetive optimizations. For the latter, the objetives were (a) max.eÆieny{max.power,(b) max.eÆieny{min.ost and () max.power{min.ost. In eah one of them, the thirdobjetive was not onsidered and the orresponding values were post{omputed just tofailitate the inlusion of the derived solutions into the 3D plot. Of ourse, all of the8
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Figure 2: Results form one three-objetive and three two{objetive optimizations, shown in the 3D spaeof objetives. The three two-objetive runs de�ne the bounds of the Pareto surfae,i.e. the outome ofthe three-objetive optimization.onstraints have been taken into aount. As expeted, the three two{objetive frontsonstitute the bounds of the Pareto surfae. In �g. 2, they orrespond to the (a) right,(b) bottom and () top-left bounds of the Pareto surfae, respetively. Fig. 2 indiatesalso the lower and upper values of the three objetive funtions for the optimal solutions.So, eÆieny varies between 45% and 55%, power between 19 and 51 MW and ostbetween 45:5 and 66:5 MEuro, approximately.It is interesting to interpret the type of solutions aptured by the two{objetive runs.For this reason, �g. 3 shows three 2D plots (eah one with di�erent axes, i.e. all the possi-ble ombinations). The three{objetive results are omitted but it is lear that they overthe area between the three two{objetive Pareto fronts. The max.eÆieny{max.poweroptimization yields (on the orresponding plane) an almost linear front at the highesteÆieny levels (between 52% and 55%, respetively). The higher eÆienies orrespondto lower power levels (from 50 to 26 MW ), respetively. Cost and power remain pro-portional; we reall that sine the ost was not inluded in the objetives, the demandfor maximum power leads to high investment osts (> 55 MEuro). The outome of themax.eÆieny{min.ost optimization is a front loated also in the high eÆieny area.Finally, the max.power{min.ost design yields a Pareto front whih is di�erently shapedin the three plots. Though on the power{ost plane this is a monotone urve, on the othertwo planes the same eÆieny an be ahieved with two di�erent ombinations of powerand ost.All the two{objetive omputations have been arried out using the (35; 0; 200) EA,with the strength{based ost assignment and without the front thinning option. For thethree{objetive runs, the (50; 0; 350) EA was used. The thinning of the arhival frontwas ativated with an upper bound � = 400. The deision variables were oded in9
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Figure 5: Temperature plots at harateristi loations along the HRSG, for the optimal solutions om-puted through the max.eÆieny{min.ost optimization. Con�guration with minimum (left) and maxi-mum (right) eÆieny.
0

100

200

300

400

500

600

700

0 20 40 60 80 100 120 140 160

T
em

pe
ra

tu
re

 (
C

el
ci

us
)

Exchanged Heat (MW)

Flue Gas
HP Water/Steam
LP Water/Steam

Preheater

0

100

200

300

400

500

600

700

0 20 40 60 80 100 120 140 160

T
em

pe
ra

tu
re

 (
C

el
ci

us
)

Exchanged Heat (MW)

Flue Gas
HP Water/Steam
LP Water/Steam

Preheater

Figure 6: Temperature plots at harateristi loations along the HRSG, for the optimal solutions om-puted through the max.power{min.ost optimization. Con�guration with minimum (left) and maximum(right) eÆieny, for the high{power branh of �g. 3 (upper row,left).eÆieny of the on�guration in �g. 6 (right) is due to the same reason (pinh point) aspreviously exposed.Fig. 7 orresponds to two optimal on�gurations resulted from the max.power{min.ostoptimization, for the same eÆieny (50%). The use of 10% supplementary �ring (right)yields more than twie the same steam turbine output (with only 23% additional apitalost) thanks to the higher temperatures ouring in the HRSG.6 CONCLUSIONSAn EA{based optimization tool (EASY 1.3 ) was utilized for the design of optimalCCGT power plants. Using a ombination of three{ and two{objetive analyses, a fullunderstanding of the obtained solutions and the role of supplementary �ring was obtained.CCGT power plant on�gurations with no supplementary �ring are haraterized bydiretly proportional eÆieny{power{ost relationships. By introduing supplementary�ring, power beomes inversely proportional to the eÆieny. The demand for higheÆieny{high power output an be met through any perentage of O2 of the uw gases12
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Figure 7: Temperature plots at harateristi loations along the HRSG, for the optimal solutions om-puted through the max.power{min.ost optimization. Two on�guration with the same eÆieny andminimum (left) and maximum (right) power output.used for supplementary �ring (up to its maximum value allowed by the maximum allowedtemperature at the steam turbine inlet) but only for the highest pressure level at the HPpart of the steam yle. The apital ost is always proportional to the power output.Further deisions about a new CCGT power plant an be taken only if the operating ostis taken into aount, too.
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