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t. This paper is dealing with the design of an optimal 
ombined 
y
le powerplant with supplementary �ring. For this purpose, an Evolutionary Algorithm based opti-mization tool, namely 
ode EASY 1.3 developed by the National Te
hni
al University ofAthens, will be used to 
arry out a number of di�erent optimizations. The main target isto get 
on�gurations with maximum eÆ
ien
y and power output at minimum 
ost. Su
h athree-obje
tive optimization yields a 3D Pareto surfa
e; this has been analyzed in detail byrunning additional two{obje
tive 
ases and s
rutinizing their results. The analysis of theobtained results o�ers a 
omplete understanding of the role of various design parameters,in
luding supplementary �ring.
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Eleni T. Bonataki, Alexios P. Giotis and Kyriakos C. Giannakoglou1 INTRODUCTIONEle
tri
 power generation using both gas and steam turbines, operating in 
ombined
y
le, is nowadays in widespread use. It is well known that Combined Cy
le Gas Turbine(CCGT ) power have short ere
tion time, low investment 
ost and parti
ularly higher ef-�
ien
y 
ompared to that of 
onventional steam power plants. Building optimal CCGTpower plants requires �rst to de�ne the design parameters and then to employ an op-timization method with one or more obje
tives. Maximizing power output as well aseÆ
ien
y while minimizing the 
apital 
ost are three typi
al targets.This paper is dealing with the design of an optimal CCGT plant with supplementary�ring, shown in �g. 1. Supplementary �ring (sf ) is used at the gas turbine exit (position0) in order to in
rease the temperature of exhaust gases entering the Heat Re
overy SteamGenerator (HRSG), in the expense of additional fuel 
onsumption.
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Figure 1: Combined Cy
le Gas Turbine Power Plant with Supplementary Firing.The design of an optimal power plant 
alls for multi-
riteria optimization tools andEvolutionary Algorithms (EA) is an evident 
hoi
e. In this paper, the use of the opti-mization software EASY 1.3 (Evolutionary Algorithm SYstem, developed by the Lab. ofThermal Turboma
hines of the National Te
hni
al University of Athens) for a realisti
design will be demonstrated. EASY 1.3 is 
apable of handling both single{ and multi{obje
tive, 
onstrained or un
onstrained optimization problems and may also redu
e thenumber of required evaluations through the use of surrogate models, su
h as arti�
ialneural networks. Most of the theoreti
al aspe
ts and the 
apabilities of EASY 1.3 are2



Eleni T. Bonataki, Alexios P. Giotis and Kyriakos C. Giannakoglouanalyzed in [1℄ and [2℄.2 THE COMBINED CYCLE GAS TURBINE POWER PLANTThe CCGT power plant that will be optimized is shown in �g. 1. During the designpro
ess some of the operating parameters are 
onsidered to take on �xed (user{de�ned)values. The �xed parameters are:� the gas turbine operating data, namely the power output (70MW ), eÆ
ien
y (40%),exhaust gas mass 
ow rate (265 kg=s) and temperature (440oC),� eÆ
ien
ies (isentropi
 90% for the HP and 87% for the LP, me
hani
al �me
h = 90%and ele
tri
al �el=100%) related to the steam turbine (ST ) and its generator (G2 ),� the extra
tion pressure (2:5 bar, marked by ex in �g. 1) from the LP steam turbineand� the 
ondenser va
uum (45 mbar, position 22), whi
h is 
hosen for minimal wasteheat in the 
ondenser.The design variables, i.e. the parameters 
ontrolled by the optimization tool are listedbelow. The lower and upper bounds [Lower; Upper℄ for the most important among themare also given. Some of the unknown temperatures are indire
tly de�ned as di�eren
esfrom other temperatures 
omputed during the power plant analysis.� the HP steam pressure [20; 100 bar℄,� the LP steam pressure [2; 15 bar℄,� the superheated steam temperature at the exit of the HP bran
h of the HRSG(position 14), de�ned as the di�eren
e from the exhaust gas temperature after thesupplementary �ring,� the feedwater temperature at the inlet (position 12) to the HP evaporator,� the feedwater temperature at the exit (position 11) from the �rst HP e
onomizer,� the feedwater temperature at the inlet (position 16) to the LP evaporator,� the superheated LP steam temperature (position 18),� the total pressure of steam driven to the water tank [1:1; 2:0 bar℄,� the per
entage r of the 
ue gases mass 
owrate that passes through the LP e
ono-mizer [10%; 45%℄, 3



Eleni T. Bonataki, Alexios P. Giotis and Kyriakos C. Giannakoglou� the 
ue gases temperature at the 
ondensate preheater inlet (position 7),� the HRSG exhaust (position 8) gas temperature [103; 110oC℄ and� the supplementary fuel mass 
owrate _msf , expressed as the per
entage of O2,
ontained in the 
ue gases at position 0 and used for the supplementary �ring,[0%; 100%℄A

ording to the EA terminology, the thermal analysis of a CCGT power plant re-quires the so{
alled evaluation tool. This is based on a system of mass and heat balan
eequations, governing the various plant 
omponents. These equations are summarized be-low. H and h will denote 
ue gases and water/steam enthalpies, respe
tively; LHVfuel isthe lower heating value of the fuel (natural gas):(a) Heat balan
e o

urring in the HRSG heat ex
hangers (below, this is written onlyfor the heat ex
hangers lo
ated between positions 6 and 7):r( _mg + _msf)(H6 �H7) = _mLP (h16 � h15)(1� r)( _mg + _msf)(H6 �H7) = _mHP (h11 � h10)(b) Heat balan
e o

urring in the 
ondensate preheater:( _mg+ _msf)(H7�H8)=( _mHP+ _mLP� _mex)(h24�h23)(
) Heat balan
e o

urring in the feedwater tank:_mex(h9�h25) = ( _mHP+ _mLP� _mex)(h24�h9)(d) Work{heat balan
e o

urring in the steam turbine:PST = ( _mHP (h14�h19)+( _mHP+ _mLP )(h20�h21)+ ( _mHP+ _mLP� _mex)(h21�h22))�el�me
h(e) Heat balan
e o

urring in supplementary �ring:( _mg+ _msf)H1= _mgH0+ _msfLHVfuelThe thermodynami
 properties of 
ue gases, water and steam are all modelled usingpolynomial expressions. The 
ue gases 
omposition after the supplementary �ring (posi-tion 1) is 
al
ulated using 
ombustion equations. The total eÆ
ien
y of a CCGT powerplant is given by 4



Eleni T. Bonataki, Alexios P. Giotis and Kyriakos C. Giannakoglou
�CC = PGT + PST_mfuelLHVfuelwhere PGT and PST is the ele
tri
al power produ
ed at the gas and steam turbines re-spe
tively and _mfuel is the total fuel mass 
owrate.The 
apital 
ost of the CCGT plant is 
al
ulated by summing up the 
ost of its main
omponents, viz. the gas turbine, the HRSG system and the steam turbine as well as the
ost of the additional ele
trome
hani
al equipment and 
ivil works whi
h are ne
essaryin order to 
omplete the plant (expressed as a �xed per
entage of the main equipment
ost). The 
ost of gas and steam turbines depends upon the power of ea
h one of them.In order to 
ompute the 
ost of the HRSG system, the total area of the heat ex
hangersof the HRSG is required.Finally, for the HRSG of this power plant, twelve inequality 
onstraints should beful�lled in order to ensure feasible heat ex
hanger design. Additionally, the inlet temper-ature to the steam turbine (position 14) should not ex
eed 565oC. All these inequality
onstraints are taken into a

ount by penalizing the 
ost value of all the obje
tives. Pra
-ti
ally, for any inequality 
onstraint of the form Ta � Tb, if �T = Ta�Tb < 0, the penaltyfa
tor pi = e�T=Tb is 
omputed. The total penalty fa
tor ptot is the produ
t of all pi's andthe penalized 
ost value is the yk = yk=ptot.Having de�ned obje
tives and 
onstraints, we seek to optimize the relevant Rankine
y
le and the heat-temperature (Q � T ) diagram for the HRSG. In the Q � T diagramsthat will be shown in the Results se
tion for a number of optimal 
on�gurations, 
ue gasesand (
ounter{
owing) water or steam temperatures will be plotted and the 
onstraintswill be interpreted graphi
ally.3 EVOLUTIONARY ALGORITHMSOne of the fundamental appli
ation of Evolutionary Algorithms (EA) is as optimizationtool. EA pro
ess populations of 
andidate solutions rather than single individuals. Asele
tion pro
ess and a probabilisti
 random variation are the main features of any EA.Impli
it to the sele
tion pro
ess is one or more obje
tive fun
tions, used to determinethe 
ost or merit of ea
h population member with respe
t to an equal number of targets.The most frequently used variants of EA, i.e. Geneti
 Algorithms (GA) and EvolutionStrategies (ES ) are des
ribed in many standard textbooks, [3℄, [4℄, [5℄.The EASY 1.3 optimization software 
onstitutes a generalization of GA and ES withseveral add{on features and, for this reason, it will be referred to as an EvolutionaryAlgorithm.Before des
ribing the K{obje
tive EA built in EASY 1.3, a 
ouple of notations shouldbe introdu
ed. The de
ision ve
tor will be denoted by �!x (i) and its 
omponents byx(i)m ; m = 1;M . The 
orresponding obje
tive ve
tor is �!y (i), with 
omponents y(i)k ; k =5



Eleni T. Bonataki, Alexios P. Giotis and Kyriakos C. Giannakoglou1; K. The obje
tive fun
tions represent the mapping <M ! <K. In minimization prob-lems, the de
ision ve
tor �!x (p) dominates �!x (q) (�!x (p) < �!x (q)) if and only if 8 k 2 [1; K℄ :y(p)k � y(q)k and 9 k 2 [1; K℄ : y(p)k < y(q)k .Using a notation whi
h is 
ommon in ES, [5℄, we will denote any EA that will be used inthis paper by (�; �; �); this symbol denotes the evolution from the parent population of �individuals to the o�spring population of � individuals, while allowing maximal life spanof individuals equal to � generations. Also, if g stands for the generation 
ounter, thenSg;� and Sg;� will denote the set of parents and o�spring in the g-th generation. Fromthe algorithmi
 point of view, the aim of an EA to 
ompute the Pareto front of optimalsolutions in <K is equivalent to the use of the ar
hival front Sg;a. Upon 
onvergen
e, Sg;a
ontains the set of nondominated solutions to the K-obje
tive problem. From a moregeneral point of view, the role of Sg;a is to preserve elitism during the evolution. It is forthis reason that, in EASY 1.3 an ar
hival front Sg;a, with more than one solutions, is alsomaintained in single{obje
tive problems. The maximum size � of Sg;a is a user{de�nedparameter.4 THE MULTI{OBJECTIVE EVOLUTIONARY ALGORITHMThe major steps of the multi{obje
tive EA are given below:Step 1: The � individuals �!x (i) 2 Sg;�, either 
reated during the previous generationor sele
ted at random (at the �rst generation), undergo evaluations; so, values aregiven to the obje
tive ve
tors�!y (i) = F ��!x (i)� ; �!x (i) 2 Sg;� (1)Step 2: The nondominated individuals belonging to Sg;� [ Sg;� are identi�ed. Theseform the provisional Pareto front Sg+1;��. It is the �rst a
tion taken in order topreserve elitism in the population. If Sg+1;�� is over
rowded (with respe
t to theaforementioned � value), a thinning pro
ess will be employed in Step 4. The roleof thinning will be to redu
e the size of Sg+1;�� and 
reate Sg+1;� with better pointdistribution.Step 3: Using the values of �!y (i), i 2 Sg;� [ Sg;� [ Sg+1;��, a unique 
ost value �(i) perindividual is 
omputed. Of 
ourse, in maximization problems, �(i) will be referred toas �tness value. Through the 
ost (or �tness) assignment, standard single{obje
tiveevolution operators 
an be used. There is a large literature on the subje
t of 
ost(or �tness) assignment ([6℄, [7℄, [8℄, [9℄, [10℄, [11℄, to mention only some of the mostnotable works). They are all based on domination 
riteria and the 
on
ept of thePareto front; most of these methods also lo
ate and penalize 
lustered solutions,in order to promote diversity. Among the many algorithmi
 variants o�ered tothe users of EASY 1.3, the two most inportant are listed below. Note that, with6
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t to the standard forms of these algorithms (see the works 
ited below) 
ertainmodi�
ations were ne
essary for adapting them to the (�; �; �) s
heme.� Front ranking based methods: The Sg;� [ Sg;� [ Sg+1;�� members are ranked infronts using a repetitive pro
edure. Note that the �rst front (front 0) of theabsolutely nondominated solutions is already known (Sg+1;��). The membersof front 0 are initially given the same lowest � value. Then, in order to promotediversity, these values are penalized using sharing fun
tions a

ording to theni
hing 
on
ept. Distan
es 
an be measured either in the de
ision variables' orthe obje
tives' spa
e. The 
ost assignment algorithm ensures that the � valueof any individual of the j-th front is greater than the highest � value of the(j � 1)-th front. This method is 
on
eptually similar to the one proposed in[6℄, with the previously dis
ussed modi�
ations.� Strength based methods: This variant is based on the algorithms introdu
ed in[10℄, [11℄. All the Sg+1;�� members are �rst assigned a 
ost value equal to thenumber of the Sg;�[Sg;� individuals they dominate, divided by �+�+1. Then,the � value of ea
h of the Sg;� [ Sg;� members is set equal to 1 plus the sumof strengths of the Sg+1;�� individuals whi
h dominate it. Other algorithmi
variants are also possible. For instan
e, likely [11℄, strengths 
an be 
omputedfor all the Sg;� [ Sg;� [ Sg+1;�� members; then, the � value for ea
h one ofthem is the sum of strengths it dominates. The �nal � value is the sum ofthe previously 
omputed value plus a 
ontribution proportional to the lo
aldensity of individuals. This is 
al
ulated from the distan
e of this individualfrom its k-th 
loser neighbour, measured in the obje
tives' spa
e.Step 4: The ar
hival front Sg+1;� of the 
urrent generation is formed. If the size of Sg+1;��is less than the user{de�ned parameter �, the nondominated solutions of Sg+1;�� aremerely 
opied to Sg+1;�; in 
ontrast to some other methods (su
h as SPEA2, [11℄),Sg+1;� 
onsists only of nondominated individuals, so its size might be less than �.On the other hand, if Sg+1;�� 
ontains more than � members, an iterative thinningpro
ess, that eliminates one of its members at a time, is employed. In ea
h iteration,the individual to be eliminated is sele
ted between the two members of Sg+1;�� withminimum distan
e in the obje
tive spa
e, the 
riterion being the se
ond smallerdistan
e from its neighbours. This algorithm (des
ribed also in [11℄) is simple andfast as long as a reasonably low value of � is utilized. An important feature of thisalgorithm is that it maintains the Pareto front extent, i.e. it does not eliminate theindividuals lying along the edges of the ar
hival front.Step 5: Aiming at preserving elitist solutions in the a
tive population sets (se
ond ap-pli
ation of elitism), a small fra
tion of the topmost solutions of Sg+1;� are 
opieddire
tly to Sg;�, by repla
ing an equal number of the worse individuals in this set.Sg;� is, pra
ti
ally, overwritten. 7



Eleni T. Bonataki, Alexios P. Giotis and Kyriakos C. GiannakoglouStep 6: The new Sg+1;� set of possible parents is 
reated from the Sg;�[Sg;� individuals.First, the Sg;� individuals that have rea
hed the maximum allowed life span areeliminated from Sg;�. Then, the members of Sg;� [ Sg;� are rank sorted in terms oftheir � values and the � top individuals are sele
ted to form the new Sg+1;� set.Step 7: The new o�spring set Sg+1;� is 
reated by appling the parent sele
tion operatorsto the Sg+1;�[Sg+1;� superset. Parent individuals are randomly sele
ted from Sg+1;�(with probability pps) or Sg+1;� (with probability 1� pps). If � < �, the aforemen-tioned random sele
tion is adequate. But, whenever � � �, additional sele
tivepressure should be exerted by in
reasing the possibility of sele
ting parents withlower 
ost values; for instan
e, s
hemes su
h as the probabilisti
 tournament sele
-tion s
heme are used. The number of 
andidates parti
ipating in the tournamentand the probability of sele
ting the 
andidate with the smaller 
ost value are user{de�ned parameters. This is an important di�eren
e 
ompared to SPEA2, whereparents are sele
ted only from Sg+1;�. On
e two parents have been sele
ted, re
om-bination and mutation operators are applied to 
reate a new o�spring to be insertedinto Sg+1;�. EASY 1.3 allows a variety of multi{parent re
ombination operators tobe used.Step 8: Set g := g + 1 and return to Step 1 until a stopping 
riterion is met. The usualstopping 
riterion is the maximum number of evaluations.One of the possibilities o�ered by the EASY 1.3 software is the use of surrogate evalu-ation models (often referred to as metamodels or approximate models), [1℄ and [2℄. EASY1.3 implements the so{
alled Inexa
t Pre{Evaluation phase to redu
e the number of eval-uations required from the same solution quality. In the present analysis, there was noneed to use the metamodel, sin
e the evaluation tool was very fast.5 RESULTS { DISCUSSIONExtending previous work by the authors, [12℄, this paper will fo
us on the design of theCCGT power plant with supplementary �ring, �g. 1. We re
all that the goal is to designpower plants with maximum eÆ
ien
y, maximum power output (at G2 ; the power outputat G1 is determined by the gas turbine 
hara
teristi
s) and minimum investment 
ost.The design variables, the �xed parameters and involved 
onstraints have been dis
ussedin previous se
tions.In �g. 2, the Pareto fronts 
omputed through four optimization runs are shown. This3D plot in
ludes one Pareto front (surfa
e, formed by a 
loud of points) from a three-obje
tive optimization and three Pareto fronts (3D 
urves) resulted from three two{obje
tive optimizations. For the latter, the obje
tives were (a) max.eÆ
ien
y{max.power,(b) max.eÆ
ien
y{min.
ost and (
) max.power{min.
ost. In ea
h one of them, the thirdobje
tive was not 
onsidered and the 
orresponding values were post{
omputed just tofa
ilitate the in
lusion of the derived solutions into the 3D plot. Of 
ourse, all of the8
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Figure 2: Results form one three-obje
tive and three two{obje
tive optimizations, shown in the 3D spa
eof obje
tives. The three two-obje
tive runs de�ne the bounds of the Pareto surfa
e,i.e. the out
ome ofthe three-obje
tive optimization.
onstraints have been taken into a

ount. As expe
ted, the three two{obje
tive fronts
onstitute the bounds of the Pareto surfa
e. In �g. 2, they 
orrespond to the (a) right,(b) bottom and (
) top-left bounds of the Pareto surfa
e, respe
tively. Fig. 2 indi
atesalso the lower and upper values of the three obje
tive fun
tions for the optimal solutions.So, eÆ
ien
y varies between 45% and 55%, power between 19 and 51 MW and 
ostbetween 45:5 and 66:5 MEuro, approximately.It is interesting to interpret the type of solutions 
aptured by the two{obje
tive runs.For this reason, �g. 3 shows three 2D plots (ea
h one with di�erent axes, i.e. all the possi-ble 
ombinations). The three{obje
tive results are omitted but it is 
lear that they 
overthe area between the three two{obje
tive Pareto fronts. The max.eÆ
ien
y{max.poweroptimization yields (on the 
orresponding plane) an almost linear front at the highesteÆ
ien
y levels (between 52% and 55%, respe
tively). The higher eÆ
ien
ies 
orrespondto lower power levels (from 50 to 26 MW ), respe
tively. Cost and power remain pro-portional; we re
all that sin
e the 
ost was not in
luded in the obje
tives, the demandfor maximum power leads to high investment 
osts (> 55 MEuro). The out
ome of themax.eÆ
ien
y{min.
ost optimization is a front lo
ated also in the high eÆ
ien
y area.Finally, the max.power{min.
ost design yields a Pareto front whi
h is di�erently shapedin the three plots. Though on the power{
ost plane this is a monotone 
urve, on the othertwo planes the same eÆ
ien
y 
an be a
hieved with two di�erent 
ombinations of powerand 
ost.All the two{obje
tive 
omputations have been 
arried out using the (35; 0; 200) EA,with the strength{based 
ost assignment and without the front thinning option. For thethree{obje
tive runs, the (50; 0; 350) EA was used. The thinning of the ar
hival frontwas a
tivated with an upper bound � = 400. The de
ision variables were 
oded in9
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tive 
omputations, ( max.eÆ
ien
y{max.power, max.eÆ
ien
y{min.
ost and and max.power{min.
ost) plotted using eÆ
ien
y{power, eÆ
ien
y{
ost and and power{
ostaxes.binary form using 10 bits per variable. Additionally Gray 
ode was applied to improvethe 
onvergen
e properties. A two{point 
rossover operator was applied to ea
h pairof parents with probability equal to 90%. The 
rossover operator a�e
ted ea
h pair ofde
ision variables separately from the other ones. The mutation probability was set to1:9% and was kept 
onstant during the evolution.Fig. 4 
an shed more light to the physi
al 
hara
teristi
s of the Pareto optimal solutionobtained through the two{obje
tive optimizations. Two of the most important designvariables, namely the HP values and the per
entage of the O2 (of the turbine 
ue gases)used for the supplementary �ring, are plotted. The 
orrespondan
e of points between �gs.3 and 4 
an readily be found. Con
erning the HP levels, it is interesting to note thatthe Pareto optimal solutions s
an the entire sear
h spa
e for this variable, from 20 upto 100 bar. Note, however, that the eÆ
ien
y{power optimization favors 
on�gurationsoperating at the highest HP level. Despite the fa
t that the level of supplementary�ring was pra
ti
ally left unbounded (the O2 per
entage was allowed to vary between0% and 100%), the maximum attained value was 
lose to 10%. This is attributed tothe upper bound (565oC) imposed to the temperature at the steam turbine inlet. It10
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Figure 4: Pressure values at the HP bran
h of theHRSG (left) and per
entages of the exhaust gas O2used for supplementary �ring (right) for the two{obje
tive Pareto optimal solutions.
an also be noti
ed that the max.eÆ
ien
y{min.
ost optimization favors 
on�gurationswithout supplementary �ring; in 
ontrast, the major part of the Pareto front 
omputedwithmax.power{min.
ost targets 
orresponds to the higher allowed level of supplementary�ring.Some 
omments on the obtained results may 
ontribute to the understanding of theproposed optimal 
on�gurations. For instan
e, it is 
lear from �g. 3 (bottom row) thatthe same power 
an be a
hieved with two di�erent 
apital 
osts. Using also �g. 4, it
omes out that these two solutions 
orrespond to di�erent levels of supplementary �ring.In parti
ular, the less expensive solution is the one with maximum use of supplementary�ring whi
h, however, yields lower eÆ
ien
y. Of 
ourse, the �nal 
hoi
e of the optimalpower plant 
on�guration requires a detailed e
onomi
al analysis, by 
onsidering both
apital and operating (fuel) 
osts. To this end, it is interesting to 
ompare two realisti

on�gurations: The 
apital 
ost for a plant delivering 35 MW (to the steam turbinegenerator) is about either 52MEuro with 45:5% eÆ
ien
y and 10% supplementary �ringor 60 MEuro with 53:8% eÆ
ien
y and 4% supplementary �ring. Thus, in this 
ase, anin
rease of about 15:4% in 
apital 
ost results to about 18:2% higher eÆ
ien
y. A similaranalysis for 45 MW power output gives only 6% higher eÆ
ien
y while in
reasing the
apital 
ost by 14%.Figs. 5, 6 and 7 show the temperature operating levels in terms of the ex
hanged heat,at some 
hara
teristi
 HRSG positions. Fig. 5 analyzes the two extreme optimal points onthe max.eÆ
ien
y{min.
ost Pareto front. From the results shown so far, all these 
on�gu-rations have been obtained without supplementary �ring. Though in both 
on�gurationsthe exhaust gas temperature from the HRSG is almost the same, the higher eÆ
ien
y ofthe 
on�guration shown in �g. 5 (right) is due to the lower temperature di�eren
e at theso{
alled pin
h point (at the exit from the HP evaporator). Fig. 6 analyzes the extremepoints on the upper bran
h (as shown in �g. 3, top{left) of the max.power{min.
ost front;this bran
h 
orresponds to the maximum allowed supplementary �ring (10%). The higher11
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Figure 5: Temperature plots at 
hara
teristi
 lo
ations along the HRSG, for the optimal solutions 
om-puted through the max.eÆ
ien
y{min.
ost optimization. Con�guration with minimum (left) and maxi-mum (right) eÆ
ien
y.
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Figure 6: Temperature plots at 
hara
teristi
 lo
ations along the HRSG, for the optimal solutions 
om-puted through the max.power{min.
ost optimization. Con�guration with minimum (left) and maximum(right) eÆ
ien
y, for the high{power bran
h of �g. 3 (upper row,left).eÆ
ien
y of the 
on�guration in �g. 6 (right) is due to the same reason (pin
h point) aspreviously exposed.Fig. 7 
orresponds to two optimal 
on�gurations resulted from the max.power{min.
ostoptimization, for the same eÆ
ien
y (50%). The use of 10% supplementary �ring (right)yields more than twi
e the same steam turbine output (with only 23% additional 
apital
ost) thanks to the higher temperatures o

uring in the HRSG.6 CONCLUSIONSAn EA{based optimization tool (EASY 1.3 ) was utilized for the design of optimalCCGT power plants. Using a 
ombination of three{ and two{obje
tive analyses, a fullunderstanding of the obtained solutions and the role of supplementary �ring was obtained.CCGT power plant 
on�gurations with no supplementary �ring are 
hara
terized bydire
tly proportional eÆ
ien
y{power{
ost relationships. By introdu
ing supplementary�ring, power be
omes inversely proportional to the eÆ
ien
y. The demand for higheÆ
ien
y{high power output 
an be met through any per
entage of O2 of the 
uw gases12
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Figure 7: Temperature plots at 
hara
teristi
 lo
ations along the HRSG, for the optimal solutions 
om-puted through the max.power{min.
ost optimization. Two 
on�guration with the same eÆ
ien
y andminimum (left) and maximum (right) power output.used for supplementary �ring (up to its maximum value allowed by the maximum allowedtemperature at the steam turbine inlet) but only for the highest pressure level at the HPpart of the steam 
y
le. The 
apital 
ost is always proportional to the power output.Further de
isions about a new CCGT power plant 
an be taken only if the operating 
ostis taken into a

ount, too.
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