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Abstract

This thesis presents the development, programming, and evaluation of the Distance-Weighted
Rigid Body Motion (DWRBM) method, a mesh displacement technique designed to preserve
mesh quality during large geometric deformations. By integrating rigid body motion prin-
ciples with a distance-based weighting mechanism, the method effectively maintains mesh

quality near boundaries and minimizes the risk of inverted cells, even in complex cases.

Building upon the non-linear and linearized methods introduced in a previous diploma
thesis[5|, this work enhances their performance through the application of the distance-
based weighting technique. A GMRES solver was developed in C-++ utilizing a modified
Compressed Sparse Row (mCSR) storage scheme, to solve the systems, arising from the
optimization problem. Two preconditioning approaches, diagonal and Gauss-Seidel, were
implemented and assessed. The algorithm was rigorously tested across various 2D and 3D

cases.

The DWRBM method has demonstrated its versatility and effectiveness in mesh deformation,
showing considerable promise for integration into modern CFD workflows and aerodynamic
optimization processes. Compared to previous implementations [5], the method achieved
faster performance, improved mesh quality, and facilitated significantly larger displacements
in the same test cases.

More specifically, the use of the weighting technique rendered the displacement feasible with-
out requiring sub-steps in non-extreme cases. Additionally, the combination of weighting and
linearization through the small-angle approximation significantly improved the algorithm’s
speed and computational efficiency. Moreover, the preconditioning in the GMRES solver
proved highly effective, greatly accelerating convergence.

Keywords:
Computational Fluid Dynamics (CFD), mesh displacement, Unstructured meshes
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%m% Touéag Pevotov
éﬁ% Movdada ITapdAAnAne Y roloyioTixrc PuecTtoduvauixng
& BeltioTonoinong

AvoBaduicelg o pioe MéBodo Metatoniong IIAéypatog Baciopévn otn
Ocwpia Kivnong Ancpapdppwiov JoOUATOS Yid XN oY 0TNY Acpoduvaxi
BeAtiwotonoinon Mopgrg
Xopdhounog XnupdTourog

Hepiindgn

Auth 1 Swte3r) mapouotdlel TNV avdnTull, TOV TEOYQEUUUITIONS Xal TNV o&loAOYNoT TNG Ye-
V680u Kivnone Anapoudppontou Xduotog, evioyuuévne ye Bden avihoya tne andotaone (Di-
stance Weighted Rigid Body Motion, DWRBM), wtog teyvixic UeTOTOMONS TAEYUATOS TOU
€yel oyedlao Tel Yo T ST enon TNE TOOTNTAUS TOU TAEYHATOC XUT T OLSEXELN UEYIAWY YEW-
UETPIXWY TOEAULOPPWOOEWY. MEe TNV EVOOUITWOT TWV dpy OV XIVNOTE ATUEUUOLPOTOU COUATOS
xa eVOg UnyaviopoU Bapltntag Ye fdorn tTny andc oo, 1 wédodog dlotneel aroTeEAEoUATIXG TNV
TOLOTYNTOL TOU TAEYUOTOS XOVTA GTA OPLOL X0 EANYLO TOTIOLEL TOV X{VOUVO oVIG TROPHC TWV KEALDY.

Bootlouevn 0TI un YOOUUXES Xal YRAUUUXOTOINUEVES HEVOBOUC TTOU TUPOUGLAG TNXAY OE TEOT)-
yoUuevn Bimhwpotiny epyaota [5], auTh N ueRETN PEATIOVEL TNV ambBOCT TOUC HECW TNS EQOE-
woyhc tne tey v Boaplntog pe Bdon v anoctaot. Evae emhitng GMRES avantiydnxe oe
C++ ypnowornowwvtag éva Tpotomomuévo oy rua arodixevone (modified Compressed Sparse
Row, mCSR), yto Ty enfluon tov ous tnudtemy mou npoxintouy and 1o npdfinue Behtiotono-
nong. Eniong avamtydnxay xou doxwpdotnxay dVo teyvixeg Tpootadeponolnong, n dloymvia
xou 1 Gauss-Seidel. Téloc o ahydprduoc Soxwdotnxe oe Sdgpopeg Biodldotates (2A) xau
Tprodidotatee (3A) epapuoyéc.

H pédodoc DWRBM €06eile cuehilla xou oAmOTEAECUATIXOTNTA OTNV TUPAUULOOPWOT) TAEYUO-
T0¢g, OclyvovTag oMuavTIXY TEOOTTIXY YLo EVOWUATWOT o oUYYEOVES potc epyaciog Trolo-
yiotxhc Peuotoduvouxhc xar agpoduvouxhc BeATioTonoong. Muyxpltxd Ue TeonyoUUEVES
vhorotfoec[5], n uédodoc TéTuye TayUTepn ambdooT, PEATIWUEVY ToLdTNTY TAEYUAUTOS XoU €-
TETEEPE ONUAVTING UEYUNDTEPES UETATOTIOEIC OTIC (BlEC TEQITTWOELS BOXULWY.

o ouyxexpwéva, 1 yeRon tnNg TEYVIXNAS PBaplTnTog XATECTNOE EPIXTES TIC UETATOTIOELS Ywpic
™V avdyxn UTO-BudTey Yo un axpale TepTOoelc. Emmiéov, o cuvduaouog tng Tey VxS
BophtnTog ot TNE YEUUUXOToiNoNG HECW TNG TROCEYYIONG XEMY YOOV BEATIWOE onuavTixd
TNV Tay0TNTO X0 TNV UTOAOYLO TIXY| amodoTixoTnTa Tou ahyoplduou. Ilépav autdy, n tpooto-
Vepomoinon otov GMRES onodelydnxe eCaipetind amoteAeopatixy, emtoydvovIog GrUovTIXd
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Acronyms

2D Two-Dimensional.

3D Three-Dimensional.
CFD Computational Fluid Dynamics.

DoF Degrees of Freedom.

DWRBM Distance-Weighted Rigid Body Motion.

EAs Evolutionary Algorithms.

FSI Fluid Structure Interaction.

GMRES Generalized Minimal Residual Method.

IDW Inverted Distance Weighting.

mCSR modified Compressed Sparse Row.

N-GMRES Newton Generalized Minimal Residual Method.

PDE Partial Differential Equation.

qN-GMRES Quasi-Newton Generalized Minimal Residual Method.

RBF Radial Basis Functions.

RBM Rigid Body Motion.

w.r.t. with respect to.
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Chapter 1

Introduction

1.1 CFD and meshes

Nowadays, the continuously search for climate-friendly transportation has led engineers to
explore in-depth the design space and achieve more efficient designs in order to reduce
emissions. Aerospace engineers working in the field of fluid dynamics (aerodynamic designers,
propulsion engineers etc) are trying to optimize their component’s designs in order to achieve
the above mentioned objectives. The basic tool to do so is the Computational Fluid Dynamics
(CED) software. Solving numerically the governing equations (Navier Stokes Equations for
example) help engineers to evaluate the aerodynamic performance of the air-vehicle. In
order for these equations to be solved on a computer they have to be discretized. This
numerical discretization also implies the spatial discretization of the physical space i.e. mesh
generation. This is the so called numerical grid or mesh. The accuracy and reliability of the
CFD simulations are strongly dependent on the mesh, both its resolution and its quality.
On the other hand, a low quality mesh may diverge the simulation and do not even produce

results. So, a high quality mesh is necessary in order to carry out a CFD simulation.

These days, as CFD solvers are reliable, researchers have focused in the development of
automatic aerodynamic optimization algorithms. These algorithms significantly reduce both
the design process duration and the cost by altering the geometry in order to optimize its
aerodynamic performance. This change of geometry implies the need for a new computational
mesh. This can be done either by remeshing or by adapting the existing mesh to the new
geometry. The first approach, requires both time and human intervention, destroying the
automatic feature of these algorithms. So, mesh adaptation to the new geometry is deemed

necessary.

NTUA-PCOpt 1
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1.2 Aerodynamic Optimization

As already mentioned, there is significant technological interest in the ability to automatically
design optimal aerodynamic bodies in order to enhance their performance. For example, the
design process may aim at minimizing the drag of a body in external flow, maximizing the lift
of a body, minimizing total pressure losses in internal flow, or maximizing the efficiency of flow
in a compressor or turbine blade. These problems are known as shape optimization problems.
To meet this need, optimization methods have been developed, aiming at minimizing or
maximizing one or more functions, known as cost, fitness or objective functions.

Optimization methods can be divided into two main categories, stochastic and deterministic
methods|8|. Stochastic optimization methods are characterized by seeking the optimal solu-
tion in a random or organized random way. These algorithms are general, meaning they can
easily be applied to solve different problems, and they can identify the global optimum of
an objective function, regardless of their initialization. However, they have the disadvantage
of requiring the evaluation of many different solutions before converging to the optimum,

which makes them slow. A characteristic example of stochastic algorithms is Evolutionary
Algorithms (EAs)[8].

On the other hand, deterministic optimization algorithms are based on the generalized con-
cept of the derivative of the objective function to find the optimal solution, that is, the
solution that minimizes or maximizes the value of any given objective function. Developing
a deterministic method requires a significant time investment and further development and
programming to apply it to similar problems. For example, changing the objective function
requires changes to the implementation code of the method. The advantage of deterministic
methods is that they can converge quickly to the optimal solution; however, there is a risk
of finding a local optimum, depending on the initialization point. The main issue with these
methods is the need of the derivatives of the objective function with respect to the design
variables, also known as sensitivity derivatives. Some notable methods for computing these
derivatives are:

e Finite Differences|8]

o Complex Variable Method|8]
e Direct Differentiation|8]

e Algorithmic Differentiation|8]
o Adjoint Method|8], [10]

Of the above methods for computing sensitivity derivatives, the most widely used in aero-
dynamic design problems is the adjoint method [8], [10]. A major advantage of this method
is that the computational cost is independent of the number of design variables, a crucial
factor for solving modern aerodynamic optimization problems where the number of design

NTUA-PCOpt 2
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variables may be of the order of thousands, exceeding by far the number of desired responses
(objectives and constraints), of which the adjoint method cost scales. In problems with a
high number of design variables, using stochastic methods is unfeasible or even impossible
because their computational cost is many times higher than that of deterministic methods.
However, implementing a deterministic optimization algorithm using the adjoint method re-
quires deriving the adjoint equations and boundary conditions of the problem, and program
the corresponding software.

In all the optimization methods mentioned above, evaluating each solution requires the
parameterization of the geometry to identify the design variables, and then, the generation
of a computational mesh that will adapt precisely to each new geometry. Due to the cost of
generating the mesh, the optimization process often starts with an initial mesh around the
starting geometry, which is not regenerated after each geometry change, since doing so would
incur a high computational cost as well as human intervention, but is adapted to each new
shape resulting from the optimization method used. For this reason, the mesh deformation

method is a key component of the aerodynamic optimization process.

1.3 Mesh Deformation

Mesh deformation, displacement, or adaptation in CFD, is a fundamental part of solving
problems involving moving bodies or bodies with changing geometry. Examples of such
problems include unsteady problems with relative motion of two or more bodies, such as the
movement of control surfaces or aeroelasticity computations, which involve the deformation
of wings according to applied aerodynamic loads, as well as aerodynamic design applications,
where the geometry changes after each optimization cycle.

The change in the geometry of a given problem requires the adaptation of the computational
mesh to the new geometric boundary, so that the flow can be solved again. Creating a
new mesh around the geometry would be an expensive option, as it requires significant
computational time. For this reason, the displacement of the existing mesh based on the
deformation of the problem’s geometry is chosen. This displacement is done at each time step
(for unsteady problems) or after each optimization cycle (for aerodynamic design problems).
After each displacement, the previous flow solution can be used as the initial value for the
new solution (provided the mesh topology is maintained), allowing for faster convergence.
Therefore, the development of a mesh displacement method is crucial, one that maintains the
quality of the mesh at each step while performing this adaptation in minimal computational
time.

The goal of a mesh displacement method is to propagate the displacement of the surface
(boundary) mesh into the interior of the computational domain, so that all interior nodes are
displaced and the mesh adapts to the new geometry. This adaptation can be done either by
remeshing the regions of the new computational domain that are not properly parameterized
by the existing mesh, or by deforming the existing mesh. While the first method ensures

NTUA-PCOpt 3
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better mesh quality, the second method is preferred as it preserves the topology of the mesh.
Using an appropriate deformation method, a mesh can maintain its quality at acceptable
levels, even for large deformations of the geometry.

In the literature, a wide range of methods has emerged for the deformation (or displacement
or adaptation) of structured and unstructured computational meshes. These various mesh
deformation techniques can be categorized into methods based on partial differential equa-
tions (PDE), physical analogy methods, algebraic methods, and combinations thereof.|14]

PDE-based methods compute the displacement of the mesh by solving differential equations
with appropriate boundary conditions. Two widely used operators in this context are the
Laplacian operator|4] and the Biharmonic operator[9]. The Biharmonic operator has the
advantage over the Laplacian operator of better preserving mesh orthogonality near the
boundaries. These methods are relatively straightforward to implement; however, they have
limited flexibility in mesh displacement and often require many smaller incremental steps to
reach the final deformed mesh. Consequently, PDE methods are primarily used for problems

involving small deformations.

The second category of mesh deformation methods consists of algebraic methods. These
methods determine the displacement of each mesh node using algebraic relations that depend
on the displacement of boundary nodes and the relative position of the node to be moved.
Algebraic methods have seen substantial development in recent years due to their high speed
in computing mesh displacements. However, they typically do not account for the mesh
topology, i.e., the connectivity of the mesh nodes. As a result, they can be applied easily and
reliably to arbitrary types of meshes, whether structured or unstructured, with polyhedral
elements or cells with high aspect ratios typical of viscous flow meshes.

One such method is interpolation using radial basis functions (RBF)[6], which distributes
the displacement of the boundary nodes to the interior nodes based on their distance from
specific centers. The RBF method is straightforward to apply and produces high-quality
meshes, maintaining satisfactory orthogonality of the cells near boundaries. However, the
direct application of this method to large 3D problems is computationally expensive. This
cost can be reduced by using appropriate preconditioners.

Another algebraic method is the inverse distance weighting (IDW) method|[16], which ensures
that the mesh near the boundaries remains relatively rigid, while the mesh farther away is
more flexible and deforms easily. This method effectively preserves mesh quality near the
boundaries.

The last category is that of physical analogy methods. Physical analogy methods are the
most commonly employed mesh deformation techniques. Two of the most popular and reli-
able techniques in this category are the spring analogy method and the elastic method. In
the spring analogy method|3], the entire computational domain is modeled as a system of
interconnected linear springs, which are connected at the nodes of the mesh. The deforma-
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tion of the mesh is determined by solving the equilibrium equations of the overall system
after the boundary nodes are displaced according to the geometry’s deformation. While the
spring analogy method is easy to implement, it exhibits stability issues in cases of large
displacements and dense meshes, often leading to the appearance of negative volumes in the
mesh. An improvement to this method is the approach by Farhat|7]|, which incorporates
nonlinear torsional springs to avoid the formation of negative volumes.

In the elastic analogy method|[15], the entire domain is modeled as an elastic solid, and
the mesh deformation is governed by the classical laws of solid elasticity. This method
offers significant flexibility compared to the spring analogy method but comes with a higher
computational cost.

In all mesh deformation methods, geometric complexity, computational cost, and reliability
represent conflicting factors. PDE methods facilitate straightforward deformation but offer
limited flexibility. Physical analogy methods can handle large deformations of complex
geometries with reliability but at a high computational cost. Algebraic methods provide fast
mesh deformation but are less reliable for complex geometries or intricate displacements.

The Rigid Body Motion (RBM) method developed in this thesis, is a physical analogy method
based in Rigid Body Motion equations. In order to maintain the mesh quality close to the
boundary it’s combined with the Inverse Distance Weighting (IDW) method resulting to the
Distance-Weighted RBM (DWRBM) algorithm. The DWRBM method is capable of large
deformations in both structured and unstructured meshes, and its cost is reasonable even

for dense 3D meshes, as presented in this thesis.

1.4 RBM Method

The RBM Method is a physical analogy mesh displacement method, which adapts the mesh
under the principles of the RBM theory, shown in fig. 1.1. Liatsikouras[11] in his doctoral
thesis, performed at the PCOpt Unit of NTUA, developed a mesh displacement algorithm,
based on rigid body motion, defining clouds of nodes covering the entire domain and trying
to keep them as rigid as possible during mesh displacement. This was a connectivity-agnostic
algorithm and could work in every type of mesh. These clouds were defined based in a user-
defined radius, forming a circle in 2D or a sphere in 3D. Weights were also used, to ensure
higher quality mesh in regions of interest(such as boundary layers). The first method he de-
veloped, was solving a linear optimization problem, assuming infinite small rotations. This
method required the use of sub-steps increasing the computation cost of the method. He
improved this algorithm, firstly by reformulating the problem without the infinite small ro-
tations assumption and secondly by using edge-based stencils. Christianos|[5] in his diploma
thesis at the same group, developed another mesh displacement algorithm, also based in
rigid body motion theory, working with stencils concluding by each internal node with its
neighbors, and trying to displace the mesh keeping these stencils as-rigid-as possible. He
solved the optimization problem, expressing the above mentioned hypothesis both in a de-
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coupled way (optimizing each stencil’s displacement independently from the others) and in a
coupled one(defining a total objective function). Christianos’ method also needed the use of
sub-steps for large displacement cases, increasing the cost. In this thesis, an improvement
to the Christianos’ coupled algorithm is presented, by introducing weights in the total ob-
jective function definition, giving more importance in sensitive to inverted cell regions. The
DWRBM algorithm, was capable of larger displacements, in reasonably less time.

Figure 1.1: Rigid Body Motion in 2D. The distance between any two given points A and B of the
body remains constant.|5]

NTUA-PCOpt 6
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1.5 Thesis Structure

This thesis focuses on the implementation, development, and testing of the Distance-Based
Weighted RBM method on structured, unstructured, and hybrid meshes in both 2D and
3D. The method has been implemented using the C++ programming language, while post-
processing was conducted using ParaView [1]. For the solution of the system of equations
arising from the optimization problem, a preconditioned GMRES solver was developed, using
a modified Compressed Sparce Row (mCSR) format. The structure of the thesis is outlined
as follows:

Chapter 1: Introduction to mesh displacement methods in general, highlighting their sig-

nificance and providing a brief overview of the RBM method.

Chapter 2: Presentation of the theoretical background and mathematical formulation of
the DWRBM technique in 2D and 3D.

Chapter 3: Detailed explanation of the computational and numerical implementation, in-
cluding a thorough presentation of the algorithm.

Chapter 4: Application of the DWRBM technique to a set of 2D and 3D cases, examining
its performance, capabilities, and limitations.

Chapter 5: Summary and conclusions of the thesis, along with suggestions for future work.

NTUA-PCOpt 7
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Chapter 2

The RBM Method

2.1 Introduction

As stated in the Introduction, the RBM technique is a physical analogy mesh displacement
method which adapts the mesh under the principles of the rigid body motion theory. Each
node, connected with its neighbors, it’s assumed to behave like a rigid body. So, by moving
a set of boundary nodes, the internal ones move to adapt to the displacement, trying to keep
their initial shape. This is achieved via solving an optimization problem, which minimizes the
deviation between the final positions of the mesh nodes and the ideal ones (which corresponds
to a pure rigid motion). Two approaches exist for the above mentioned technique, the
decoupled and the coupled one. In the decoupled approach, the solution of each node 7 is
computed independently from the solution of the other nodes. The final positions of the
neighboring nodes are considered known, regardless of whether they are or not, as in the
case of internal nodes. So, the iterative solution of the resulting systems of equations (3 x 3
in the case of 2D or 6 x 6 in the case of 3D for every internal node 7) till convergence is
needed. On the other hand, in the coupled approach, the objective function to be minimized
is defined globally taking the displacements of all the internal nodes into account. So, the
resulting system to be solved (3N; x 3N; in the case of 2D or 6 N; x 6N} in the case of 3D,
where Ny is the number of internal nodes) gives the final displacements of all the internal
nodes.

2.2 Theoretical Foundation

In Continuum Mechanics, rigid body is defined as a body in which deformation is zero during
its displacement. If we consider the rigid body as an infinite set of particles then these
particles do not move relatively to each other. In our method, considering each internal
node ¢ with its neighbors as a rigid body, we compute the final positions of each node, trying

NTUA-PCOpt 9
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to respect the rigid body principles. However the pure rigid body motion for the entire mesh
cannot be achieved because of the unrestricted movement of the boundaries, thus the method
is applied minimizing the deviation from the ideal state. So, the objective function to be
minimized is defined as this deviation, and the exact definition depends on the approach
used, as mentioned in section 2.1.

A node is a zero-dimension entity which is inherently linked to the topology of the mesh,
with 2 or 3 Degrees of Freedom(DoF), its coordinates, depending on the dimension of the
mesh. An edge is a segment that links two nodes in the mesh, establishing the mesh’s
connectivity. A face is the surface formed by a closed loop of connected edges, with no other
nodes within it. These concepts can be extended to 3D meshes. Crucially, these elements
do not possess intrinsic physical meaning; instead, they serve as tools for discretizing the
domain in order to compute the desired quantities. The nodes are classified in two main
categories, the boundary and the internal nodes. The boundary nodes are then classified in 2
sub-categories, these of standing boundary nodes whose final positions are their old positions,
and these that moved (with known displacements) during the optimization loop(or any other
application such as fluid-structure interaction (F'SI) or moving mesh application). In fig. 2.1,
an example of the topology in an unstructured mesh is shown, for the central node M with
its neighbors, defining the rigid body analogy as explained before. Its obvious that this can
be extended to both structured and hybrid meshes, and in 3 dimensions as well.

1 2

Figure 2.1: Example of 2D unstructured stencil,with red the rigid body analogy around the central
node M with its neighbors

In this example, nodes 1 and 2 are boundary nodes with known final positions and nodes 3
to 6 and M are internal nodes, whose final positions is the desired outcome of the algorithm.
If the decoupled approach is used, the final positions of nodes 3 to 6 are considered known
when solving for M, and the RBM technique, applied to central node M, is able to specify its
final position. But when the RBM technique applies to node 6 for example (now node 6 is the
new central node), its final position differs from the one considered in the previous step for
the computation of node’s M displacement. Thus, an iterative procedure until convergence

NTUA-PCOpt 10
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has to be applied. On the other hand, if the coupled approach is used, the final positions
are not considered known and the RBM technique is not applied locally to each node, but a
more global definition of the objective function is considered, that will be explained in next
sections.

2.3 Formulation of the Decoupled Approach

As mentioned above, the decoupled approach strives to minimize an objective function locally
defined at each internal node. This objective function is the deviation between the final
coordinates of the central node M and the ideal ones, which corresponds to a pure rigid
body motion. To compute the final position of the central node M, the final positions of
its neighbors are required. If the neighbor is a boundary node, its final position is known.
However, if the neighbor is an internal node, its final position might not be available when
computing the displacement of the central node. As internal nodes are sequentially displaced
during each iteration, the final position of a neighbor becomes known only if it has been
displaced earlier in that iteration; otherwise, it remains unknown. To address with this
discrepancy, the final position of the neighbor is assumed to be the same as its initial position
in this iteration. After this adjustment, the nodes are successively displaced, starting with
those nearest to the boundary nodes. This implies that a number of iterations are needed
until the objective function convergence for each node.The algorithm of the above mentioned

procedure is given above:

Algorithm 1 Decoupled RBM Algorithm

procedure DECOUPLED DISPLACEMENT (nodes, edges, faces)
for all InternalNodes do
InternalNode.NewCoordinates < Internal Node.OldCoordinates
end for
iteration < 0
while (iteration < mazIteration & notConverged) do
for all InternalNodes do
Update InternalNode.NewCoordinates
end for
Check C'onvergence
iteration < iteration + 1
end while
end procedure

To minimize the objective function, the partial derivatives with respect to the displacement
parameters (which is discussed in the next sub-section) are needed. Setting these partial
derivatives to zero gives the set of equations to be solved. For each internal node i, the
solution of this 3 x 3 system for 2D or 6 x 6 system for 3D gives us the final position of each
internal node ¢. The mathematical formulation of the above mentioned procedure will be
discussed in sections 2.3.1 and 2.3.2.
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2.3.1 2D Decoupled Mathematical Formulation

The mathematical expressions that describe the 2D motion of a rigid body are shown below:

a'| | cosf sinf| |x
| |—sind cosd| |y

In eq. (2.1) the (z,y),(2',y’) denote the initial and final coordinates respectively, § denotes

Az

Ay (2.1)

the angle of rotation around the z axis and (Ax, Ay) denote the pure translation along x
and y directions respectively. Obviously, this set expresses the motion from the center (0,0),
however the generalization is trivial if another center of rotation is considered.

As mentioned above, in the decoupled approach the objective function F of each internal
node 7 to be minimized is:

1 , .
F, = 5 Z [(.%;deal _ x?ew)Q + (y;deal _ y}ww>2] (22)
JEN()

where i denotes the central node of the stencil (M in fig. 2.1), 7 denotes each neighboring node

of the central one, N(i) the set of all the neighboring nodes of the central node, (zi!, yideat)

denotes the set of the ideal final positions, assuming the stencil moves as a rigid body and
(z, y7*") denotes the set of the final positions.

The expressions in eq. (2.2) are:

x§de“l = xjcost; + yjsind; + Ax; (2.3)

y;.deal = —x;51nb; + y;cosl; + Ay, (2.4)
o zjcos0; + y;sinb; + Ax;  if j € IN(3)
T ,if 7 € BN(i)
—xjsinb; + y;jcos0; + Ay; i j € IN(i)

yrev = (2.6)

(M ,if j € BN(4)

where I N (i) indicates the internal neighbors of central node i, BN (i) indicates the boundary
neighbors of central node i and asterisk (*) indicates that these values are the known final
positions, since the neighbor j is a boundary node. Interpreting this objective function,
the aim is to minimize the deviation of this new final positions of each node and the ideal
ones, which correspond to a pure rigid motion. To perform the minimization, the partial
derivatives of the objective function w.r.t. the displacement parameters (Az, Ay, ) have
to been set to zero. These three parameters, describe the final positions of each node 7 as
shown above:

ol = x%cos0; + yosind; + Ax; (2.7)

K3 3

Y = —a%sing; + y?'cost; + Ay; (2.8)

(2
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The three equations to be solved are:

(’;)A - = Z [:L’jcos@ + y;sinb; + Ax; — foﬂ =0 (2.9)
T jen)
OF; )
AL = Z [ — x;sinb; + y,cosl; + Ay; — y;‘] =0 (2.10)
Yi o jen)
OF; ) . .
Iad = Z [(xj cos 0; + y; sin 0; + Ax; — x7)(—x; sin 6; 4 y; cos 91)} +

B (2.11)
+ [(_Zlfj sin 6; + y; cos 0; + Ay; — y;)(—x; cos 0; — y;sin 91-)] =0

The solution procedure of the eqs. 2.9, 2.10 and 2.11 is described in three steps. Firstly
compute Ax; and Ay; solving egs. 2.9 and 2.10 respectively:

1

Ax;, = — Z (a;;‘ — xjco0s6; — y;sinb;) (2.12)
JEN()
1 . .
Ayi=— > (y; +ajsinb; — yjcosty) (2.13)
JEN (@)

where n is the number of neighboring nodes of central node .
Then eq. (2.11), can be rewritten as:

OF;
980, Asinb; + Bcost; = 0 (2.14)
where A, B are given by:
A= " (225 +yy; — 20z — y;Ay;) (2.15)
JEN (i)
B= Y (5] +y} + y;Am; — x;Ay;) (2.16)
JEN(3)

eq. (2.14) can easily be solved using the Newton-Raphson method as shown:

set : G; = Asinb; + Bcost; = 0 (2.17a)

, 0G; :
compute : G; = NG, Acosb; — Bsinb; (2.17b)
update : 97" = 69\ — % (2.17c)

1

The steps described in eq. (2.17) are repeated until convergence of ;. Then, Ax; and Ay;
are recomputed using the updated value 6. As it can easily be seen in egs. 2.12 to 2.17,
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the neighboring nodes j haven’t been categorized to boundary or internals, as their final
positions are assumed known, regardless the type of the node. From algorithm 1, the first
step is to set the internal nodes’ final positions equal to their initial positions and as the
algorithm is applied to each node, their positions are updating. So, after computing the
3 displacement parameters for the first internal node, its final position is known, so the
updated value is used in the next computation. The decoupled RBM algorithm is applied
sequentially to each internal node, and the procedure is repeated until the objective function
for every node converges.

2.3.2 3D Decoupled Mathematical Formulation

The mathematical expressions describing the 3D motion of a rigid body are shown below:

' T Az
v =R |y| + |Ay (2.18)
z z Az

where R is the total rotation matrix which is equal to the multiplication of the three rotation
matrices around each axis:

R=R.R,R. (2.19)
(10 0 ]
R.(0,) = |0 cosh, —sinb, (2.20)

0 s, cosb, ]

[ cost, 0 siney_
R,(0,)=| 0 1 0 (2.21)
| —sinbly, 0 cost, |

_COSHZ —sinb, 0]
R.(0.) = |sinf, cosf, 0 (2.22)
0 0 1

So, the combined rotation matrix R becomes:

costycost, —cosbysind, + sinbysinbycost,  sinbysint, + cost,sinbd,cost,
R = |cosl,sinf, cosbl,cosl, + sinbfysinbysinl, —sinb,cosl, + cosl,sinb,sind,
—sinb, sinf cosl, costcosb,
(2.23)

In egs. 2.18 to 2.23, (x,y,2),(2',y,2") denote the initial and final coordinates respec-
tively, (6,,0,,0.) denote the angles of rotation around the (z,y,z) axis respectively and
(Az, Ay, Az) denote the pure translation along (z,vy,z) directions respectively with the
global origin (0, 0, 0) as the center of rotation. In 3D, the objective function F; of each

NTUA-PCOpt 14



Master Thesis Spyropoulos Charalampos

internal node 7 to be minimized is:

1 4 : ,
F?D _ - Z [(x;deal _ J/,;Lew)2 + (yz'deal _ ;Lew)Z + (Z;deal . Z;Lew)Q] (224>
JEN()

where ¢ denotes the central node of the stencil, j denotes each neighboring node of the

central one, N (i) the set of all the neighboring nodes of the central node, (2, yideat, zideal)

denotes the set of the ideal final positions, assuming the stencil moves under the disciplines

of a rigid body and (x?ew, Y

in eq. (2.24) are the below:

,z;-“””) denotes the set of the final positions. The expressions

x;'.de“l =x;c050,;cos0.,;+
+y;(—c050y;51n0.,; + sinb,;51n0y;c080.,;)+ (2.25)
+2;(sin0;5in0,; + c080,;51n0,;c080,;)+ .
ideal __ .
Y; =xjc050,,;51n0 ,;+
+y;(cosbyicos8,; + sinby;sinby;sind.,; )+ (2.26)
+2;(—sinby;c080,; + cosl,;sinb,;sinb.; )+ '
+Ay;
z}de“l = —x;s1nby; + y;sinbycosl,; + zjcoslycos0,; + Az, (2.27)
xicos0,;cosb,; +vy;(—cosl,sinf,; +sinfd,;sinf,; cosb,;)+
J vj i T y5( J J j vj i) Jit j € IN(i)
2 = ¢ + 2z;(sin 0 sin 0.5 + cos 0,5 sin 0, cos 0.;) + Ax;
] ,if j € BN (@)
(2.28)
x;icosl, sinf,; +vy.(cosb,;cosb,; +sinb,;sind,;sinf,;)+
j Yj i s j J J yj ;) it j € IN(i)
Y = + 2i(—sin by cos 0.5 4 cos 0,5 sin 0, sin 0.;) + Ay;
Y; ,if j € BN (i)
(2.29)
new ) —Tjsinby; +y;sin by cosOy; + 25 cos b5 cos by + Azy it j € IN(2) 2.30)
z; " = . (2.

2 ,if j € BN (i)

J

where I N (i) indicates the internal neighbors of central node i, BN (i) indicates the boundary
neighbors of central node i and asterisk (*) indicates that these values are the known final
positions, since the neighbor j is a boundary node. The 6 x 6 system to be solved arises from
setting the partial derivatives of the objective function w.r.t the displacement parameters
(Az, Ay, , Az, 04,0,,0.;) to zero as shown above:

Eql=—"1-=0 (2.31)
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Eq.2 = giz —0 (2.32)
Fq3— g]z 0 (2.33)
Fgd — S;D ~0 (2.34)
Bq5— gf;; 0 (2.35)
Fq.6 = gizD ~0 (2.36)

So solving this 6 x 6 system of equations(as explained in algorithm 1 and, in a 2D case, in
section 2.3.1) the final positions of each internal node i are:

new old

x" =a7"“costycosl ;4

+y21(—c080,;51n0.; + sin0y;5inb,;c080.;)+ (2.37)
i Ziold( $1NBy;5inb,; + c050,;51n0,;c050,; )+ |

new old .
e =7 %cos0,;51n0 i+

92 (c080,,;c080.,; + sinby;sinb,;sind.;)+ (2.38)
+27(— 510,050, + cosbyisinbyising.;)+ |

+Ay;

new old old

2" = —xsinly; + yi " sinbycos0,; + zfldcosﬁmcosﬁyi + Az (2.39)

2.4 Formulation of the Coupled Approach

As mentioned in the Introduction, in the coupled RBM Approach, the objective function
to be minimized is defined globally taking the displacements of all the internal nodes into
account. This will ensure a better propagation of the displacement in the entire mesh, one of
the drawbacks in the decoupled approach. Also, using weights, in the coupled approach we
can control the quality of the mesh locally in regions with high interest. Such regions are the
boundary layer mesh, around aerodynamic bodies for example, where a high quality mesh
is required to capture the viscous phenomena. Also these regions are close in the external
defined displacement (in aerodynamic shape optimization or FSI for example) and are prone
to exhibit inverted cells. So, the total objective function to be minimized is:

Fiotar = Y _ w;F; (2.40)

el
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where F; is the objective function as defined in the decoupled approach, I denotes the set of
the internal nodes and w; denotes the weights of each internal node.

In order to minimize the total objective function, the partial derivatives w.r.t the displace-
ment parameters are set to zero. In the coupled approach, the displacement parameters
are each node’s (Azx, Ay, Az,0,,0,,0,) in the case of 3D for example. The arising system
(3N; x 3Ny in the case of 2D or 6 N; x 6N in the case of 3D, where N; is the number of
internal nodes) is much more computationally expensive than this of the decoupled method,
but it needs to be solved just once. The algorithm in the coupled approach is shown in
algorithm 2:

Algorithm 2 Coupled DWRBM Algorithm

procedure COUPLED DISPLACEMENT(nodes, edges, faces)
for all InternalNodes do
Calculate Internal.Node.weight
end for
Create System of Equations
Solve System
for all InternalNodes do
Update InternalNode.NewCoordinates
end for
end procedure

2.4.1 2D Coupled Mathematical Formulation

As mentioned in section 2.4, in the coupled approach the objective function to be minimized,
in the case of 2D, and taking into consideration the eqs. 2.2 to 2.6 takes the form below:

2
Fiotal = Z Z [ x;cos0; + yjsinb; + Ax;) — (x;c080; 4 y;sinb; + A:r;j)] +

i€l jeIN(i)
2
+§ Z | Z | w; [(xjcosei + y;sinb; + Ax;) — (x;‘)] +
i€l jeBN (i)
2
+- Z Z [ —x;j81nb; + yjcos0; + Ay;) — (—xjsinb; + y;cosd; + ij)} +

i€l jeIN(4)

4= Z > wz[ $j$in6i+yj00591+Ayi)_(y;):|2

1€l jeBN(3)

(2.41)

To minimize the objective function, its partial derivatives w.r.t. the displacement parameters
(Az, Ay, 0) have to set to zero. So, the system to be solved is:
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E
Eq.1(i) = %Awtal =) w [(xjcosei + yjsinb; + Ax;) — (zjcos0; + y;sinb; + A:cj)} —
i NG
- Z w; |:<.Z'7;C086j + y;sinb; + Axj) — (x;cos8; + y;sinb; + sz)] +
JEIN()
+ Z w; |:<ij0391' +y;sind; + Ax;) — (23)| =0
JEBN(i)
(2.42)
B anml
q.2(7) A Z w; | (—x;jsinb; + yjcos; + Ay;) — (—xz;sinb; + yjcosd —i—AyJ)}
Yi JEIN()
— Z wj | (—x;s1n8; + yicosl; + Ay,) — (—x;isitnb; + y;cosb; + Ayl)]
JEIN()
+ Z wz[ (—x;sin0; + y;cosd; + Ay;) — (y;)| =0
JEBN (i)
(2.43)
B N 8P‘;fotal - . .
q.3(i) = N0, Z [wi[(xjcosﬁi + y;sinb; + Ax;) — (xjc088; + y;sind; + Ax;)]-

JEIN(i)
(—z;s51n0; + yjcosei)} —
— Z [wj[(xicosé’j + y;sinb; + Axj) — (x;cos6; + y;sinb; + Ax;)]-
JEIN(3)
(—x;sinb; + inOSej):| +
+ Z [ [(zjcos0; + y;sind; + Ax;) — (7))
JEBN(i)
(—x;sinb; + yjcos@;)} +
+ Z [wz —xjsinb; + y;cos0; + Ay;) — (—xjsinb; + y;cos; + Ay;)]-
JEIN(3)
(—z;cos0; — yjsinﬁl-)} -
— Z [w] (—z;sinb; + y;cos0; + Ay;) — (—x;stnb; + yicost; + Ay;)]-
]EIN 1)

'(—IZ’COSQJ' — yzsmﬁj)} +

+ Z [ [E]SZTLQ —}-y]COSQ +Ayz) (yj*)]

(—z;cos0; — yjsinei)} =0
(2.44)
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where w; and w,; the weights of the central node and each neighbor respectively. As in
the decoupled equations, IN denotes the internal neighbors while BN the boundary ones.
These three equations have to be satisfied for each node simultaneously forming a SNI x 3N 1
non linear system. As the system is non linear, its Jacobian (exact or an approximation)
is required in order to get the solution. More details about the solution method will be
discussed in chapter 3, however the terms of the exact Jacobian will be presented here
for mathematical completeness. The Jacobian matrix contains the partial derivatives of
the system’s equations w.r.t. the unknowns, the displacement parameters of each node in
other words. The Jacobian terms involving each equation’s node ¢ displacement parameters
(Az;, Ay;, 0;) are shown below:

8Eq—.1(i): Z (w; + w;) + Z w; (2.45)

JEIN(i) JEBN(3)
0FEq.1(1)
N 2.46
Eq.1(:
) ang@ _ Z [wi(—szinei + y;c0s0;) + w;(—x;sinb; + y;cos0;) |+
| " (2.47)
+ Z [wi(—xjsin9i+yj0039i)]
JEBN (i)
0FEq.2(7)
TN 2.48
OAT; (2.48)
0Fq.2(1
8qA (2) = Z w; + w;) + Z w; (2.49)
Yo e JEBN(i)
Eq.2(i
0 ang@ _ Z [wi(—xjcosei — y;sinb;) + w;(—z;cos0; — yisinei)} +
| i (2.50)
+ Z [ —xcost; — yjsinGi)]
JEBN (1)
Eq.3(i
8823@) _ Z [wi(—mjsm@i + y,cost;) + w;(—x;sinb; + yicosei)} +
i (2.51)
+ Z [ —x;5tnd; + y;cosb; )]
JEBN(3)
FEq.3(i
8823(%) _ Z [wi(—mjcosﬁi — y;sinb;) + w;(—z;cos0; — yisme,»)} +
Yi . .
i (2.52)
+ Z [ —x;c080; — yjsinGi)]
JEBN((4)
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0Bq.3(i) _

DAL, Z [(ij — Az;)[w;(zjcosb; + y;sinb;) + w;(z;cos0; + y;sinb;) |+

JEIN(i)
+(Ay; — Ay;) [wi(—x;jsinb; + y;cosb;) + wj(—x;sinb; + y;cosb;)|+
+(sinb;sind; + cosbicost;)[w;(x3 + y7) + w;(x] + y7)] |+ (2.53)

+ Z wi(Az; — 5)[(—xjc080; — y;sind;)]+

JEBN(4)

+H(Ay: — ;) [(w;sin; — yjcos6;)]

The Jacobian terms involving the neighbors’ displacement parameters (Az;, Ay;, 6;) are:

o) = (it w) (254)
M@Z_-;@ —0 (2.55)
—32’22](2) = w;(x;s1nb; — y;jcosb;) + wj(x;sinb; — y;cosb;) (2.56)
3?2_-9265@') —0 (2.57)
”qu_?) — (ws+wy) (2.58)
E)EaiTZ@ = w;(z;c080; + y;s1nb;) + w;(x;cos6; + y;sinb;) (2.59)

J
—agiifl) = w;(xjsinb; — yjcosb;) + w;(x;sinb; — y;cosb;) (2.60)
—aquzEZ) = w;(zjcosb; + y;sinb;) + w;(x;cosb; + y;sinb;) (2.61)
Maqu(l) = (—sinb;sinb; — cos@icosej)[wi(:ﬁ + y?) + w;i(z? + y?)] (2.62)

2.4.2 3D Coupled Mathematical Formulation

As mentioned in section 2.4, in the coupled approach the objective function to be minimized,
a in 3D case, is:
Fipa =Y wil?’ (2.63)
iel
where w; are the weights of each node and F?P is each nodes objective function as defined
in eq. (2.24). The extension from 2D to 3D is straightforward, and for the sake of space, it
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will be omitted. However, the basic equations which the terms arise from are given below.

. OF3D
Eq1(i) = aA;;l =0 (2.64)

aF?)D
Eq.2(i) = ﬁ =0 (2.65)

. OFD
Eq.3(i) = ﬁ =0 (2.66)

. OF3D
Eq.4(i) = ﬁ =0 (2.67)

aFSD
Eq.5(i) = = — (2.68)
OAD,;

OF
A =0 (2.69)

Eq.6(i) =

As in 2D, this 6NI x 6/NI system of linear equations , where NI is the number of in-
ternal nodes, needs to be solved. As the system is non-linear, the Jacobian matrix is
required. The entries to the Jacobian matrix of the system consist of the partial deriva-
tives of the above mentioned eqs. (2.64 to 2.69) w.r.t. to the displacement parameters
(Az;, Ayi, A2, 04,04, 05) and (Axj, Ay, Azj,045,0,,,0.;), where j € IN(i) with IN (i) de-
noting the internal neighbors of i.

2.5 Linearization via Approximation

As mentioned in section 2.4, the system arising from the RBM method is non-linear. Assum-
ing small displacement, an assumption valid in aerodynamic shape optimization applications,
the above mentioned equations can be linearized. This assumption serves the purpose of re-
ducing the computational cost, without affecting the quality of the resulting mesh|[5]. Tt
must be noted, that this linearization is irrelevant to the linearization of non linear systems
from the numerical analysis aspect. Thus, this linearization arises from a physics based
assumption that the angle of rotation is infinitesimal so as 6 tends to zero:

sind — 0
0 —0= (2.70)
cos — 1
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Using eq. (2.70) the linearization is trivial. The 2D Coupled linear equations will be pre-

sented:
2
e =S S [+ A — (56 + Aay)]
1€l jeIN(3)
2
+- Z Z wz[ (y;0; + Ax;) — (x )}
i€l jeBN(i)
, (2.71)
+= Z Z [ —x;0; + Ay;) — (—x;0; + ij)] +
i€l jeIN(i)
2
+5 Z Z wz[ $j9i+Ayi)—(?J;)]
1€l jeBN(i)
OF joral
Eq.1(i) = AT > [wi[yj(ei —0;) + (Az; — Azj)] + w;[yi(0; — 0;) + (Az; — A%‘)]]JF
JEIN(7)
+ Z [wlx]%—yﬂ + Az; — z} ]} =0
JEBN(4)
(2.72)
N OF g
Bq2(i) = e — 7 Junfa; (0 — 05) + (Ays — Ayy)] + wylaa(t; — 00) + (Ays — Ayy)] |+
Yi JEIN(i)
+ Z [wi[—xjé’,- +y; + Ay —yjil| =0
€BN(i)
(2.73)
O rPror
Eq.3(i) = ﬁ = Y [wi[(yj(Axi — Axj) — x(Ay; — Ay;) + (25 + y5)(0: — 0;)]+
JEIN (i)

[ (As — Azy) — 2(Agi — Agy) + (@2 +42) (6 — 6,)] |+

JEBN(i)
(2.74)
aanA—M = Z (w; +wj) + Z w; (2.75)
Ti JEIN(i) JEBN(i)
0Fq.1(i)
i Sk S 2.
55y =" (2.76)
OFEq.1(i
6qu( > vt wim]+ Y wa (2.77)
JEIN(i) JEBN(3)
0Eq.2(i)

NTUA-PCOpt 22



Master Thesis Spyropoulos Charalampos

Eq.2(q
aan (i) _ S wirw)+ Y w (2.79)
Yi JEIN(3) JEBN(i)
0FEq.2(7)
—Ag Z [wi(—xj)+wj(_xi):| + Z —WiT; (2.80)
v FEIN() JEBN (i)
0Fq.3(1
R
v FEIN(i) JEBN(i)
0FEq.3(i)
T: Z [wi(—xj)—kwj(—xi)} + Z —W; T (2.82)
Yi JEIN(3) JEBN(i)
0Fq.3(i
—aA(; ) _ 3 [wi(;z;? +12) + w;(a? +y3)] + ) [wi(aﬁ +y?)] (2.83)
: JEIN(5) JEBN(i)
0Eq.1(i)
0z, = —(w; +wj) (2.84)
0FEq.1(7)
D ek SO 2.
oy " (2.85)
0Eq.1(i)
ong; W) 280
0FEq.2(7)
i Sk SV 2.
Fis, 0 (2.87)
0FEq.2(7)
2N (ws : 2.
0Ay; i) 25
0Eq.2(i)
9AG,; = W;Tj + W;T; (2.89)
0Eq.3(i)
Ar, " —(wyy; + w;y;) (2.90)
0FEq.3(i)
0FEq.3(1)
“Hag = w4 (et +42) (2.92)

2.6 Sub-Step Method

The previously discussed linearization, is valid when the assumption of small displacements
is accurate not far from truth. In aerodynamic shape optimization applications, this is
true, but in other applications such us aeroelasticity or rotating geometries, this assumption
does not hold. In these more extreme displacement scenarios, the sub-step method needs
to be applied. In this method, the displacement is split in smaller sub-steps where the
assumption of small displacements is valid. Thus, this method gradually displaces the mesh
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nodes, in return of increasing the computational cost. This cost increases depending on the
number of sub-steps applied, thus a wise choice of their number is required. To balance the
computation cost versus the quality of the mesh, but also to make the selection more robust
and independent of the user’s experience, Christianos|5| implemented a robust algorithm
to calculate the number of the sub-steps. The number of steps is calculated based on the
total displacement of each node relative to the size of its stencil. Specifically, for each node,
the steps are determined by finding the minimum number of divisions required so that each
step’s displacement is smaller than the shortest distance to any neighboring node. The final
number of steps used is the maximum value found across all boundary nodes. This approach
helps minimize the occurrence of inverted cells in the final mesh. Throughout the process,
the magnitude of displacement for each step remains constant, adjusted to fit the specific
characteristics of the problem. In fig. 2.2 a rotation of an airfoil in 3 sub-steps is illustrated.
It’s also noted that the sub-step method should also be applied in the non-linear RBM
method if it exhibits inverted cells, in the case of extreme displacemnts.

Figure 2.2: Airfoil rotation in 3 sub-steps|5]

2.7 3D mesh Quality metrics

To evaluate the capabilities of the RBM, the quality of the resulting mesh must be assessed.
In 2D cases, visual inspection is often sufficient, as it allows for an intuitive evaluation of the
final mesh and the detection of any inverted cells. However, in 3D cases, visual evaluation
becomes significantly more challenging, necessitating the use of quantitative metrics.

For 3D meshes, the primary quality criterion used will be the scaled Jacobian, as defined
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below. The Jacobian, in the context of mesh generation, is a mathematical term used to
define the transformation from physical space (x,y,z) to computational space (£, 7, () given
by

_ 9(z,y,2)
J = a(€m,C)

The mesh is invalid if the determinant of this matrix is zero or negative. For linear meshes
this represents the case where the cell volumes are less than or equal to zero using right-
hand-rule notation. The scaled Jacobian is the ratio of the minimum Jacobian value inside
an element divided by the maximum value in the element. It is a measure of the variation
in the Jacobian across the element. This metric ranges from —oo to 1, where a value of 1
represents a perfect mesh element. Values below zero indicate inverted cells, rendering the
mesh invalid for CFD simulations.

NTUA-PCOpt 25



Master Thesis Spyropoulos Charalampos

NTUA-PCOpt 26



Master Thesis Spyropoulos Charalampos

Chapter 3

Computational and Numerical

Framework

3.1 Introduction

As stated in the previous chapter, the RBM displacement algorithm requires careful compu-
tational and numerical treatment. Firstly, advanced data structure and storage schemes are
required to storage the topology and the characteristics of the mesh, as it is unstructured in
general. Even when the mesh is structured, it is treated as unstructured, to prevent a second
customized code developement. For the storage of the matrices (the Jacobian for example)
a modified Compressed Sparse Row (mCSR) format is used, in order to save memory|[12].
The modification aims to have easy access to the diagonal of the matrix, as well as the upper
and lower triangular matrices (they are used in preconditioning). Also, one key point of
the Coupled RBM approach is the use of weights. The weights are based in a local dis-
tance of each node, defined as the minimum distance of each node to the closest boundary
node. Appropriate expressions are suggested such as inverted distance weighting (IDW),
with variable exponential factor, as well as sigmoid expressions. As the non-linear system
is formed, the solution of this system is the next step. In order to solve the non-linear sys-
tem, the Generalized Minimal Residual method (GMRES) is used. GMRES [13] is a Krylov
subspace method which is suitable for solving large sparse systems. It is combined with the
Newton method to handle the non-linearity, so when we use the exact Jacobian matrix we
refer to the solver as Newton-GMRES (N-GMRES), otherwise if an approximation to the
Jacobian matrix is used, we refer to the solver as quasi-Newton-GMRES (¢N-GMRES). In
order to speed up convergence left-preconditioning is used, choosing between Diagonal or
Gauss-Seidel preconditioner. Finally, the algorithmic framework is presented and explained
step by step.
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3.2 Data structure and Storage

The RBM algorithm needs information about the topology and connectivity of the mesh in
order to be applied. Firstly, it needs the dimension of the mesh, the number of nodes, the
type of each element (triangles or quads in 2D, tetrahedra, hexahedra, pyramids or prisms
in 3D) and the number of each element type. It also needs the coordinates of each node,
as well as the type of the node. The type of the node is stored using flags(0 for unknown
internal nodes, 1 for moving boundary nodes and 2 for standing boundary nodes). Then for
each node, its neighbors are stored extracting information from the elements. Also a global
to local (unknown) numbering needs to be stored for use in the Jacobian. So for each node,
we also store its unknown index, as its shown in the fig. 3.1. If the flag of the node is 1 or
2, which indicates the boundary nodes, their unknown index is left blank, as its not defined.
In the fig. 3.1 N indicates the number of nodes, while NI indicates the number of internal
nodes. This mapping helps us save computational cost, for defining the Jacobian matrix,
as this unknown index indicates the column position of the contribution coefficient of each
internal node. This information is gained via 2 input files, one for the nodes’ information and
one for the elements’ information. One more input file which contains the displacement of
each moving node is required. Also the user can provide any other format, and the code will
generate these 2 input files in the format needed. So, when the data structure is created, the
next step is to form the non-linear system to be solved based in the equations of chapter 2.

Global
flag . unknown index

index

2 1 > *

0 2 s 1

2 3 > %

1 N-1 {1— > *

0 N ——> NI

Figure 3.1: Global to Unknown index definition

NTUA-PCOpt 28



Master Thesis Spyropoulos Charalampos

In order to take advantage of the large number of zero elements, a modified Compressed
Sparse Row (mCSR) format is used. In the Compressed Sparse Row format|12], the sparse
matrix is stored in 3 vectors. The first vector, from now referred to as matrix.A, stores the
non zero elements values of the matrix. The second one, matrix.JA, is an integer vector which
stores the column of each non zero element of the matrix and the third one, matrix.IA, is an
integer vector which stores the pointers to the beginning of each row in the vector matrix.A.
The modification is the storage of each diagonal element as first in every row, which saves
computational time each time we need access to the diagonal element. One example of the
mCSR storage format is shown in fig. 3.2. In the example, memory saving does not occur,
but as the size of the matrix grows and the sparsity increases, the effectiveness of this format
becomes clear. Having easy access to the diagonal element and, thus, its column we can
also have access to the upper or lower triangular matrix for use in preconditioning. Thus,
the storage needed is 2 x NnZeros plus 1 x 3N or 1 x 6N, where NnZeros indicates the
number of non zero elements instead of 3NI x 3NTI in 2D or 6NI x 6/NI in 3D that the
full storage would require, as computational time is saved from not calculating the diagonal
elements or the upper/lower triangular matrices. An interesting question here is why the easy
access to the upper or lower triangular matrix is an asset. This speeds up the convergence of
the preconditioner, for example in the case of the Gauss-Seidel preconditioner, one forward
substitution using the D+L matrix is used instead of 5-10 G-S iterations, converging much
faster and without even needing the storage of the preconditioning matrix. Of course, all the
basic sparse matrix operations are based in this modified CSR format. For more information
about the storage of sparse matrices and operations employing sparse storage formats the
reader is referred to [12].

/1. 0. 0. 2. 0.
4. 0. 5. 0.
A-|6.0 7. 8 o
0. 10. 11. 0.
0. 0. 0. 12

matrix.ad | 1

4 3 5 7 6. 8. 11. 10. 12
2 1 4 3 1 4 4 3 5
matrix.IA |1 3 6 10 12 13

2.
matrix.JA | 1 4

Figure 3.2: The modified Compressed Sparse Row (mCSR) format
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3.3 Distance-based Weighting

As mentioned above, in the coupled approach the use of weights is necessary in order to
ensure sufficient mesh quality, especially in the region close to the aerodynamic body. In the
boundary layer region, the displaced mesh is extremely vulnerable to inverted cells, as the
elements there have high aspect ratio and can’t handle large displacement. The importance
of using weights is shown in fig. 3.3. In this case, the leading and trailing edges are lifted in

order to reduce the curvature.

trailing edge zoom

alinitial mesh

b)final mesh without use of weights c)final mesh using weights

Figure 3.3: Upper: a) initial mesh around a compressor cascade airfoil, zoomed at the trailing edge.
Lower: final mesh zoomed at the trailing edge after coupled RBM algorithm, b) without the use of
weights, ¢) using weights

The distance-based weighting is implemented to enhance the contribution of nodes near the
boundary in the objective function. This approach specifically emphasizes the rigid body
motion of the cells close to the boundaries. This distance is defined as the distance of the
node to the closest boundary node (moving or not) and its calculated as shown in algorithm 3.
The minimum distance, of all the nodes, is also stored, in case the weight expression needs

to be normalized.
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Algorithm 3 Distance Finding

procedure DISTANCE FINDING(nodes)
for all ¢ € InternalNodes do
i.distance < 10e9 > Initializing with one large value
for all j € BoundaryNodes do
distance + \/(z; — z;)> + (yi — y;)% + (zi — 2j)?
if 7.distance > distance then
i.distance < distance
end if
end for
end for
end procedure

Different expressions are used for the distance-based weighting, the one is based in the
inverse-distance weighting (IDW) and the others belong to the sigmoid functions family. The
two most important criteria for the selection of the weighting expression is the robustness
and the quality of the resulting mesh. So different cases were tested, including coarse and
fine meshes, and the IDW approach gave better results. Also using the exponential factor as
a parameter enables having full control of the mesh quality, so this expression is used in this
theses. However the optimal selection of the weighting expression is still under investigation
and more expressions have to be tested. The expression of the weight used is shown in

eq. (3.1). X

w = ﬁ
where D is the distance as defined in the algorithm 3, and p is the exponential factor used

(3.1)

as parameter with higher values improving the quality near the boundaries, with the price
to pay of lower quality mesh far from these boundaries. The value range is between 1 and
2, with p = 1.3 being a good compromise.

3.4 Solution Algorithms

3.4.1 Linearization-Newton Method

As mentioned above, the system derived from the coupled RBM method is non-linear. In
order to be solved, the linearization of the system is needed. Using the Newton method,
the non-linear system w.r.t. « of eq. (3.2) (here R indicates a non linear operator) becomes

linear w.r.t. da as shown below:

R(z)=0 (3.2)
Joldggrew — _R(z)* (3.3)

where J is the Jacobian matrix and 8« is defined as :

pher — mold + 5$new (34)
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As it’s obvious in the above mentioned equations, the solution @ is obtained after a number
of iterations, from now called Newton iterations. In eq. (3.3), either the exact Jacobian
matrix can be used as described in the equations of chapter 2 or an approximation to the
Jacobian using finite difference schemes as:

Ri(x) — Ri(x + ¢;

€

where ¢; indicating small step of the j component of unknowns vector x. Of course, central
differences scheme can be used for second order approximation, but with increasing cost
(double function evaluation cost). The linear system of eq. (3.3) will be solved using the
General Minimal Residual method, a Krylov subspace method developed by Yousef Saad
[13].

3.4.2 Arnoldi’s Method

Arnoldi’s method|2][12] is an orthogonal projection technique onto the Krylov subspace K,,,
specifically designed for general non-Hermitian matrices. Introduced in 1951, the method
was originally proposed as a way to reduce a dense matrix to Hessenberg form using a
unitary transformation. In his original work, Arnoldi suggested that the eigenvalues of the
Hessenberg matrix, obtained after fewer than n steps, could serve as accurate approximations
to some of the eigenvalues of the original matrix. This insight later evolved into an effective
method for approximating eigenvalues of large sparse matrices, and the approach was further
adapted for solving large sparse linear systems.

Algorithm 4 Arnoldi’s Method
1: Choose a vector vy, such that [jv1]2 =1
2: for j=1,2,...,m do
3: fort=1,2,...,5 do

4: Compute h;; = (Avj, v;)

5: end for A

6: Compute wj := Avj — > 1 hijv;
7 Compute hjq1; = [|wj||2

8: if hj—i—l,j =0 then

9: Stop

10: else

11: Set Vjp1 = h;j»ijl,j

12: end if

13: end for

At each step, the algorithm multiplies the previous Arnoldi vector v; by A and then orthonor-
malizes the resulting vector w; against all previous vectors v; by a standard Gram-Schmidt
procedure. It will break if the vector w; computed in line 4 is zero (or under a user defined
small value), indicating that the dimension of the Krylov subspace is sufficient.
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3.4.3 GMRES

The Generalized Minimum Residual Method (GMRES)[13] is a projection method based on
taking K = K,,, and L = AK,,, where K,, is the m-th Krylov subspace with v; = ”:ﬁ
As is evident from its name, this method minimizes the residual norm over all vectors in
o + K,,. The GMRES algorithm is shown below:

Algorithm 5 GMRES

1: Compute 7o = b — Ao, § := [[roll2, and vy :=
2: for j=1,2,...,m do

3: Compute w; := Av;

4: fori=1,...,5 do

5: hij = (wj,vi)

6: wj 1= Wy — hijvi

7 end for

8 hjr1; = [l

9: if hj'i‘lJ =0 then

10: Set m := j and go to step 14
11: end if

12: Vjy1 = %

13: end for

14: Define the (m + 1) x m Hessenberg matrix H,, = {hij hi<i<m+1,1<j<m
15: Compute y,, the minimizer of ||Se; — Hpy|l2 and x,, = 20 + Vinym
16: If satisfied Stop, else set x¢g = x,,, and go to step 1

In step 15 of algorithm 5 the computation of v, is inexpensive as it’s computed by solving
am + 1 x m least squares problem, where m is typically small. This least squares problem
is solved using plane rotations transforming the Hessenberg matrix into an upper triangular
form. So multiplying the Hessenberg matrix with each plane rotation matrix as defined in

eq. (3.6):

C; S

—Si G

1
with ¢? + s? = 1. Generally, the scalars ¢; and s; of the iy, rotation Q; are defined as:

hisy hi
S; = L s C; = “ (37)

V2 4R N
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So multiplying Hessenberg matrix with €2y, hg; is eliminated, and repeating until all h;,q;
terms to be eliminated. For example in the case of m = 5 the Heisenberg matrix and the
corresponding right-hand side shown in eq. (3.7):

hii hia his higa his B
hoi haa has has  has 0
_ hsy hss hss h 0
jz 32 N3z N3a hss o = (3.8)
haz  has Dy 0
hsy  hss 0
hes 0
After 5 rotations are transformed into:
5 5 5 5 5
M 3}
hsy by by by
5 RORNORING 72
Hy” = * ?g) ?E?) s =3 (3.9)
hig  has :
5
hiy
0 Y6
Defining @),,, as the product of the plane rotations €2;:
Qm =1 ... (3.10)
and
Ry, = H™ = Q,,H, (3.11)
gm = Qm(ﬁel) = (717"'77m+1)T (312>
SO
min Hﬁel - HmyHQ = min Hgm - Rmy||2 (3'13)

The solution to the above least-squares problem is obtained by simply solving the triangular
system resulting from deleting the last row of the matrix R, and right-hand side g,,. In
addition, it is clear that for the solution ., the “residual” ||Be; — H,,¥.||2 is nothing but the
last element of the right-hand side, i.e., the term 75. In the GMRES algorithm, the only
possibility of breakdown is in the Arnoldi loop, if the w; = 0, i.e., when h;, j— at a given step
7. In this situation, the algorithm stops, because it cannot generate the next orthonormal
vector. In fact, this is not a problem but the opposite, as it means that the residual is zero
and that we will converge at this step. In this thesis the Restarted GMRES is used.
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Algorithm 6 Restarted GMRES

1: Compute 19 = b — Axg, 5 = ||rol|2, and v1 = %0

2: Generate the Arnoldi basis and the matrix H,, using the Arnoldi algorithm starting with vy
3: Compute ¥, which minimizes ||e; — Hpyll2 and 2, = 20 + VinYm

4: if satisfied then

5: Stop

6: else

7 Set zg := x,, and GoTo 1

8: end if

3.5 Preconditioning

Although, GMRES is well founded theoretically, it can suffer from slow convergence or even
divergence problems. Preconditioning is a key ingredient for the success of Krylov subspace
methods like GMRES as both the efficiency and robustness of the solver can be improved.
The idea behind Preconditioning, is transforming the original linear system into one which
has the same solution, but which is likely to be easier to solve with an iterative solver.
In general, the reliability of iterative techniques, when dealing with various applications,
depends much more on the quality of the preconditioner than on the particular Krylov
subspace method used. The first step is to find the preconditioning matrix M. The matrix
M can be defined in many different ways but it must satisfy a few minimal requirements.
From a practical point of view, the most requirement for M is that it is inexpensive to solve
linear systems Mz = b. This is because the preconditioned GMRES will require a linear
system solution with the matrix M at each step. Also M should be close to A in some sense
and it should clearly be nonsingular. Once the preconditioning matrix M is available, the
way it will be applied has to be chosen. There are three ways to apply the preconditioner:
left-preconditioning:

M 'Ax=M""b (3.14)

right-preconditioning;:
AM ' =b,x =M 'u (3.15)

and split-preconditioning (if the preconditioning matrix M is in the form of M = M Mg):
M;'"AMp'e = M; b, 2 = My'u (3.16)

In this thesis, left preconditioning is used.

3.5.1 Fixed Point Iteration based Preconditioners
A Fixed Point Iteration for solving a linear system takes the general form of:

Tpp1 = M 'Nay + M~ (3.17)
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where M and N realize the splitting of A into:
A=M—-N (3.18)
The above iteration is of the form:
Tpr1 = Gy + 6 (3.19)
where 3 = M~'b and G is the Iteration matrix as defined below:
G=M'N=M'M-1)=I-M"1'A (3.20)

In this thesis, Jacobi (or Diagonal) and Gauss Seidel preconditioning have been used in order
to accelerate the convergence of GMRES. The iteration matrices are shown below:

G;(A)=1—-D'A (3.21)

Gas(A)=I—-(D+L)"'A (3.22)

where A = D+ L + U , D is the Diagonal of matrix A, L is the lower triangular and U
is the upper triangular one. So using the expression for G of eq. (3.17) the preconditioning
matrices M are:

M;=D (3.23)

Mgs =D+ L (3.24)

We can further improve convergence,by applying relaxation to the preconditioner, for ex-
ample in the case of Gauss Seidel Preconditioner the preconditioning matrix is transformed
into:

MSOR = (1/w)(D + wL) (325)

where SOR denotes the Succesive over Relaxation method and w is the relaxation factor.

3.5.2 Left-Preconditioned GMRES

In this thesis Left-Preconditioned is applied as mentioned above. Thus the linear system to
be solved is transformed into:

M 'Ar = M'b (3.26)

The Arnoldi loop construct an orthogonal basis of the left preconditioned Krylov subspace
as shown below:

K (A, M, o) = span|ro, M~ Arg, (M~ A)?rg, ..., (M~ A)™ ] (3.27)

The residual vectors and their norms calculated by the algorithm correspond to the precondi-
tioned residuals, specifically z,, = M ~(b— Ax,,) ,rather than the original (unpreconditioned)
residuals b — Ax,,,. Moreover, the unpreconditioned residuals aren’t directly accessible un-
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less explicitly computed, such as by multiplying the preconditioned residuals by M. This
can present challenges if a stopping criterion based on the actual residuals, rather than the
preconditioned ones, is required.In algorithm 7 the Left Preconditioned GMRES algorithm
is shown.

Algorithm 7 Left Preconditioned GMRES

1: Compute 19 = M (b — Axg), B := ||rol2, and vy := 3
2: for j=1,2,...,m do
3: Compute w; := M_lAvj
fori=1,...,5 do
hij = (wj,’ui)

4
5
6: wj 1= Wi — hij'Ui
7: end for
8
9

hivrg = llwjll2
: if hj+1,j =0 then
10: Set m := j and go to step 14
11: end if
12: Vjt1 = %
13: end for
14: Define the (m + 1) x m Hessenberg matrix H,, = {hij}lgigm—i-l,lgjgm

15: Compute y,,, the minimizer of ||Be; — Hyyll2 and z,, = 20 + Vinym
16: If satisfied Stop, else set x¢y = x,, and go to step 1

3.6 The Coupled RBM Algorithmic Framework

In this section, the whole step-by-step algorithmic framework is presented. The whole pro-
cedure is split into 3 main processes. The pre-processing, the solution procedure and the
post-processing. At first, the user has to provide the necessary information about the mesh.
These are the mesh’s dimension (2D or 3D), the number of nodes with the initial coordinates
of each node, specified as (x,y) for 2D or (z,y,2) for 3D as well as the type of each node
(using a flag) as below:

e flag 0: Boundary nodes with fixed positions throughout the procedure,

e flag 1: Boundary nodes with known displacements determined by external conditions
(FSI, aerodynamic shape optimization)

e flag 2: The internal nodes, those with unknown final positions

Also the number of each element type in the mesh (e.g., triangle, quadrilateral, etc., in 2D
or tetrahedron, pyramid, prism, hexahedron in 3D) has to be provided, as also the node
sequences comprising each element, specified in the appropriate order. Finally the user (or
the external tool, the optimization software for example) has to provide the known displace-
ments of the type 1 nodes. These pieces ofinformation are provided via input files, different
formats are available, as they will be transformed in the default one. The next step is for
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the user to define the algorithmic parameters, such as the method used (Implicit/Explicit or
Linearized /Non-Linear), the convergence criteria, the GMRES iterations (inner iterations)
for each Newton Iteration (outer loops), the GMRES parameter m etc. In the pre-processing,
the input files are translated into the default format. Then the data structure is created,
determining the topology and the connectivity of each node, and storing the necessary in-
formation (such as the distances of each node).

After the data structure is created the solution procedure takes place. The first step is the
calculation of each node’s weight. The next step is the creation and solution of the non-linear
system. Starting with the initialization (all zero’s if not defined otherwise) the Objective
Function to be minimized is computed. This will be the right-hand side of our system. Then
the Jacobian matrix is calculated, since in the case of Newton GMRES (N-GMRES) it’s
required. In case of the quasi Newton GMRES (qN-GMRES) the Jacobian is not required,
but an approximation is calculated using Finite Differences. The cost of the quasi Newton
approach is O(NI). where NI is the number of internal nodes, as it requires 3 x NI in the
case of 2D (or 6 x NI in the case of 3D) function calls. So as the exact expression of
the Jacobian is available the N-GMRES approach is prefered. After the initialization of the
system, the Restarted GMRES algorithm is employed in order to solve the linearized system.
The GMRES is not run till convergence, but instead a small number of "inner" iterations
are applied and the Newton procedure starts again using the last updated solution. The
convergence (or stopping) criteria is applied in the Newton iterations, also called outer loops
in this thesis. The optimal selection of the number of inner iterations is case sensitive, but
a typical value is 5.

When the system is converged (or the maximum Newton iterations defined by the user are
reached) the final positions of the internal nodes are updated. Then, the output files are
generated, in order to visualize the mesh or use it in the CFD Solver. The Coupled DWRBM
algorithmic aramework is presented in the flowchart of fig. 3.4.

If the Linearized Coupled algorithm is chosen, the system is linear and no Newton iterations
are required. The convergence criteria is the same, and the maximum iteration stopping cri-
teria is applied to GMRES iterations (previously defined as inner). The Linearized Coupled
DWRBM algorithmic framework is presented in fig. 3.5.
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Figure 3.4: Implicit DWRBM algorithm framework.
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Figure 3.5: Implicit Linearized DWRBM algorithm framework.
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Chapter 4

Applications

In this Chapter, the RBM algorithm is tested to assess its capabilities. It is tested in both
fundamental cases, such as rotations and translations of squares and cubes, but also in real
CFD applications, such as 2D airfoils and 3D wings. At first, the 2D cases are presented,
starting with simple rotations of concentric squares. Then, more complex cases, such as
combined rotation and translation of the inner square, take place and finally an airfoil is
tested under different displacements. The final case of the airfoil is of crucial importance in
evaluating the RBM algorithm in larger and harder cases. The difficulties arise from the finer
mesh close to the airfoil, as high aspect ratio and skinny cells are prone to being inverted.
Different settings, such as the weighting parameter or the coupled/decoupled algorithm,
are compared based on the computational cost and the quality of the mesh. Then, as the
algorithm is validated in the 2D cases, it is also tested in 3D ones. The first 3D case tested
is the torsion of a 3D cube, consisting of a hybrid mesh (hexahedras, prisms, pyramids,
tetrahedras) in order to evaluate our algorithm’s capabilities. As our algorithm is tested in
this basic case, more realistic cases are run, such as a 3D Wing bending and torsion and a
realistic shape optimization case of a s-bend pipe. In the 3D cases, the algorithmic settings
chosen are those of better performance in 2D.

4.1 2D Applications

4.1.1 Concentric squares rotation with free outer boundary

This first case, tests the algorithm’s capabilities in a 2D structured mesh consisting of 96
quads. A rotation of 45° anti-clockwise around its center is applied to the inner square. The
outer is free to move. The initial mesh and the ideal one are shown in fig. 4.1. Both the
coupled and decoupled approaches are tested and the results are shown in fig. 4.2. In the
coupled approach, no weighting is required and as it’s shown in fig. 4.2 the concluding mesh
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is the same with the ideal. On the other hand, the decoupled algorithm didn’t manage to
displace the mesh ideally. The final mesh strongly depends on the order in which we loop
through the unknown nodes.

(a) (b)

Figure 4.1: Concentric squares rotation with free outer boundary. (a): Initial mesh. (b): Ideal final

(a) (b)

Figure 4.2: Concentric squares rotation with free outer boundary. Results of the (a) Decoupled and
(b) Coupled approach.
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4.1.2 Concentric squares with Fixed outer boundary

In this case, a finer mesh of two concentric squared is investigated. The mesh consists of 9936
quads (or 10152 nodes) and is shown in fig. 4.3. The outer square remains fixed while the
inner one undergoes different displacements. These various displacements test the algorithm
in more realistic cases and are also providing valuable information about the parameters of
the algorithm.

Rotation of inner square

The first case is the rotation of the inner square anti-clockwise around its center. Different
angles of rotation are tested until inverted cells occur. The max angle that does not produce
inverted elements, is the quantity of interest to compare the algorithm’s capabilities. Both
the decoupled and the coupled approaches are tested, as well as the linearized coupled
algorithm. The initial rotation angle is set to 15° and it is increasing in each sub-case until
inverted cells occur. For GMRES, base m=5 is selected and the diagonal preconditioner
is used. As presented, for the initial rotation both the coupled and decoupled approaches
manage to displace the mesh with sufficient quality. In the decoupled approach, the algorithm
requires 3 seconds to converge to the mesh shown in fig. 4.4. In the coupled approach, without
using the weighting method, explained in section 3.3, the algorithm requires 14 seconds,
resulting in a mesh of similar quality to that of the decoupled algorithm. The linearized
coupled method give corresponding results, shown and compared to the Decoupled method
in fig. 4.6. The run time was 6 seconds. Using weights the algorithm greatly improves the
mesh close to the inner square. Different exponential parameters are tested, and the results
are presented below.

Figure 4.3: Two Concentric squares Case: Initial mesh.
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Figure 4.4: Two Concentric squares 15° rotation case: Decoupled approach Results. (a): Final
mesh. (b): Zoom close to the inner square.

Figure 4.5: Two Concentric squares 15° rotation case: Coupled approach without the use of weight-
ing. (a): Zoom of the final mesh close to the inner square. (b): Comparison between Coupled
(black) and Decoupled (red) approach.
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Figure 4.6: Two Concentric squares 15° rotation case: Linearized Coupled approach without the
use of weighting. (a): Zoom of the final mesh close to the inner square. (b): Comparison between
Linearized Coupled (black) and Decoupled (red) approach.
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Figure 4.7: Two Concentric squares 15° rotation case: Weighted Coupled approach, p=1. (a):
Zoom of the final mesh close to the inner square. (b): Comparison between Weighted Coupled

(p=1)(black) and Coupled without weights (red).
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Figure 4.8: Two Concentric squares 15° rotation case: Weighted Coupled approach, p=2. (a):
Zoom of the final mesh close to the inner square. (b): Comparison between Weighted Coupled
(p=2) (black) and Weighted Coupled (p=1) (red).
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Figure 4.9: Two Concentric squares 15° rotation case: Weighted Coupled approach, p=4. (a):
Zoom of the final mesh close to the inner square. (b): Comparison between Weighted Coupled

(p=4) (black) and Weighted Coupled (p=2) (red).
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Figure 4.10: Two Concentric squares 15° rotation case: Linearized Weighted Coupled approach,
p=1. (a): Zoom of the final mesh close to the inner square. (b): Comparison between Linearized
Weighted Coupled (p=1)(black) and Linearized Coupled without weights (red).
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Figure 4.11: Two Concentric squares 15° rotation case: Linearized Weighted Coupled approach,
p=2. (a): Zoom of the final mesh close to the inner square. (b): Comparison between Linearized
Weighted Coupled (p=2) (black) and Linearized Weighted Coupled (p=1) (red).
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Figure 4.12: Two Concentric squares 15° rotation case: Linearized Weighted Coupled approach,
p=4. (a): Zoom of the final mesh close to the inner square. (b): Comparison between Linearized
Weighted Coupled (p=4) (black) and Linearized Weighted Coupled (p=2) (red).
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Figure 4.13: Two Concentric squares 25° rotation case compared results. (a) Decoupled approach.
(b): Linearized Coupled approach. (c): Linearized Weighted Coupled approach, p=1. (d): Lin-
earized Weighted Coupled approach, p=2. (e): Coupled approach, no weighting. (f): Weighted
Coupled approach, p=1. (g): Weighted Coupled approach, p=2. (h): Weighted Coupled approach,
p=4.
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Figure 4.14: Two Concentric squares 45° rotation case compared results. (a) Decoupled approach.
(b): Linearized Coupled approach. (c): Linearized Weighted Coupled approach, p=1. (d): Lin-
earized Weighted Coupled approach, p=4. (e): Coupled approach, no weighting. (f): Weighted
Coupled approach, p=1. (g): Weighted Coupled approach, p=2. (h): Weighted Coupled approach,
p=4.
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As it’s shown in fig. 4.14 the use of weights is necessary, especially in large displacements,
ensuring high quality mesh close to the boundaries. In this example, values above p=4 did
not affect the results. The comparison of the methods is shown in table 4.1:

Table 4.1: Max rotation angle to avoid ivnerted cells for each method.

Method Max rotation angle
Decoupled 25°
Linearized Coupled, no weights 25°
Linearized Coupled, p=1 35°
Linearized Coupled, p=2 45°
Linearized Coupled, p=4 55°
Coupled, no weights 25°
Coupled, p=1 35°
Coupled, p=2 45°
Coupled, p=4 55°

This case revealed that the linearized coupled algorithm, with the use of weights is superior.
Even in large displacements, the final mesh is of same quality with that of the non-linear
coupled one, in significantly lower cost (in the case of 55° rotation, the linearized one required
just 6 seconds, while the non linear required 11). A comparison between the 2 resulting
meshes is shown in fig. 4.15.

Figure 4.15: Two Concentric squares 55° rotation case compared results. Linearized Weighted
Coupled, p=4 (red), Non-linear Weighted Coupled, p=4 (black).
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Combined rotation and Translation of inner square

In this case, the combined rotation and translation of the inner square is investigated. Only
the Coupled approach is tested, and the aim of this case is to study the sensitivity of the
weighting parameter (the exponential parameter p of eq. (3.1)). The initial mesh is the same
with this in fig. 4.3. The inner square is rotated 20° anti-clockwise and translated two times
the length of its side in each direction. The results are shown below:

(a) (b)

Figure 4.16: Two Concentric squares. Combined rotation and translation case. Weighted Coupled
method with p=1. (a): Final mesh. (b): zoom near the inner square.
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Figure 4.17: Two Concentric squares. Combined rotation and translation case. Weighted Coupled
method with p=1.5. (a): Final mesh. (b): zoom near the inner square.
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(a) (b)

Figure 4.18: Two Concentric squares. Combined rotation and translation case. Weighted Coupled
method with p=2. (a): Final mesh. (b): zoom near the inner square.

As shown in figures 4.13-15, increasing the value of the exponential parameter p enhances
the mesh quality near the inner square. However, it can lead to issues in the far-field mesh.
This is clearly illustrated in fig. 4.18, where the far-field mesh becomes unsuitable for CFD
applications due to the presence of inverted cells, despite the mesh near the inner square
retaining almost the same quality as the initial one. These issues arise because the parameter
is designed to improve the mesh near the boundaries, resulting in most of the displacement
being concentrated in the far-field region. A comparison between p=2 and p=1.5 is presented
in fig. 4.19.

(a) ()

Figure 4.19: Two Concentric squares. Combined rotation and translation case. Zoom in far-field
mesh (a): p=1.5. (b): p=2.
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4.1.3 Isolated Airfoil

In this case, a more CFD-oriented application is considered: the rotation of an isolated
airfoil. The center of rotation is set at one of three locations: the aerodynamic center, the
leading edge, or the trailing edge. The airfoil has a unit length, and the mesh consists of
2242 nodes and 4383 triangles. This mesh is generated for inviscid flows, as no streched cells
close to the wall were included in its generation. The initial mesh is shown in fig. 4.20.

Figure 4.20: Isolated airfoil case (a): Initial mesh. (b): Zoom in airfoil.

Both the non-linear and the linearized coupled algorithms are tested. In table 4.2, the
algorithmic settings are presented. In case of the linearized one, no outer iterations are used,
and the max iterations criteria is applied to the GMRES instead.
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Table 4.2: DWRBM Algorithm Settings

Method Non Linear & Linearized Coupled
Pre-conditioner Diagonal-Gauss Seidel
Stopping criteria Relative residual<10~3

Max Newton (outer) Iterations 100

GMRES base m 10-20

GMRES (inner) Iterations 3

Weighting Parameter value various

Convergence Study

The GMRES convergence is evaluated in this section. The two preconditioners are compared
and the GMRES was run with two different bases m, 10 and 20. The convergence, in the
case of 25° rotation for the non-linear algorithm, is presented in fig. 4.21. The x-axis, in
this figure, denotes the Newton (outer) iterations. The run took 9 seconds for the diagonal
preconditioner with m=10 and 11 seconds for m=20. In case of the Gauss-Seidel precondi-
tioner, the run took 11 seconds for m=10 and 21 seconds for m=20. So for the rest of the
isolated airfoil cases, the diagonal preconditioner with m = 10 is used.

Convergence of Relative Residuals

10° - ! ! !
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Figure 4.21: Convergence analysis of GMRES, non-linear coupled algorithm.
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The same case is run with the linearized algorithm to assess its computational efficiency. For
diagonal preconditioning, the run took 3 seconds for m=10 and 6 seconds for m=20. For
diagonal preconditioning, the times were 4 and 13 seconds respectively. The convergence
history is shown in fig. 4.22. The two final meshes are presented in fig. 4.23. As the linearized
coupled algorithm is much faster, this algorithm is selected in the rest of the thesis.

Convergence of Relative Residuals

10?

Diagonal Preconditioner with m=10
— Diagonal Preconditioner with m=20
Gauss-Seidel Preconditioner with m=20
Gauss-Seidel Preconditioner with m=10

Relative Residual

o 10 20 30 40 50 60 70
lteration

Figure 4.22: Convergence analysis of GMRES, linearized coupled algorithm.

(@)

(b)

Figure 4.23: Isolated airfoil 25° rotation case. Final meshes. a) Linearized Weighted Coupled
algorithm, p=4. b) Non-Linear Weighted Coupled algorithm, p=4.
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Rotation around the Aerodynamic Center

In this case, the airfoil rotates around its aerodynamic center. The initial angle is set to
25° and it increases until inverted cells occur. Different values of the weighting parameter
are evaluated and compared. The figures below present the results for the initial 25° case.
The algorithm successfully adapted the mesh to the airfoil’s rotation, resulting in a mesh of
comparable quality to the initial configuration. As shown in fig. 4.24, the algorithm with
p=2 and p=4 produced a higher quality mesh compared to that with p=1. For subsequent
rotation angles, only the final mesh using the optimal parameter selection is presented. Also,
it is observed that for rotation angles exceeding 60°, the use of sub-steps becomes necessary.

Figure 4.24: Isolated airfoil case: 25° rotation around the acrodynamic center. (a): p=1.(b): p=2.
(c) p=4.
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Figure 4.25: Isolated airfoil case: 45° rotation around the aerodynamic center, p=4. (a): Final
mesh. (b): Zoom at the airfoil. (c¢): Zoom at the leading edge. (d): Zoom at the trailing edge.

Figure 4.26: Isolated airfoil case: 60° rotation around the aerodynamic center, p=4. (a): Final
mesh. (b): Zoom at the airfoil. (c¢): Zoom at the leading edge. (d): Zoom at the trailing edge.
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As the rotation angle becomes higher, the linearized method fails. For angles larger than 60°
the method requires the use of sub-steps, increasing its cost. Also from 75° and above even
with sub-steps, the linearized method fails. The use of the non-linear coupled algorithm can
still displace the mesh, with the use of sub-steps. The 90° rotation around the aerodynamic
center is presented, using the non-linear coupled algorithm with 12 sub-steps.

Figure 4.27: Isolated airfoil case: 90° rotation around the aerodynamic center, non-linear coupled
algorithm with 12 sub-steps and p=4. (a): Final mesh. (b): Zoom at the airfoil. (c): Zoom at the
leading edge. (d): Zoom at the trailing edge.

Rotation around the Leading Edge

In this case, the airfoil rotates around its leading edge. The linearized coupled algorithm
successfully adapted the mesh to the airfoil’s rotation, maintaining a quality comparable
to the initial configuration. As in the previous scenario, the linearized algorithm did not
manage to displace the mesh for rotation angles higher than 60° without the use of sub-
steps. The extreme scenario of the 90° rotation is presented, using the non-linear coupled
algorithm with 4 sub-steps. It was observed that while p=4 produced a higher-quality mesh
near the airfoil, inverted cells appeared in the far field, as shown in fig. 4.29. Therefore,
p=2 was selected as a compromise, achieving a balance between high-quality mesh near the
airfoil and avoiding inverted cells.
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Figure 4.28: Isolated airfoil case: 60° rotation around the leading edge, linearized coupled algorithm
without sub-steps and p=4. (a): Final mesh. (b): Zoom at the airfoil. (c): Zoom at the leading
edge. (d): Zoom at the trailing edge.
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Figure 4.29: Isolated airfoil case: 90° rotation around the leading edge, non-linear coupled algorithm

with 4 sub-steps and p=4. Final mesh.

As presented in fig. 4.29, the selection of p=4 resulted in the formation of inverted cells in the
far field. This outcome stems from the fact that higher exponential weighting values prioritize
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mesh quality near the solid boundary by concentrating displacement into cells farther away
from the boundaries. While this approach works well for small displacements, where far-field
cells can tolerate this displacement due to their relatively regular shapes and lower aspect
ratios compared to boundary-layer cells, it becomes problematic for large displacements.

In cases involving substantial deformations, a balance must be struck to preserve mesh quality
near the airfoil while also preventing inverted cells in the far field. Achieving this balance is
crucial, as inverted cells disrupt the solution process and hinder the optimization workflow.
Thus, selecting an intermediate weighting parameter, such as p=2, ensures a compromise
that maintains mesh quality around the airfoil and avoids inverted cells in the far field. The

final mesh is presented in fig. 4.30.

Figure 4.30: Isolated airfoil case: 90° rotation around the leading edge, non-linear coupled algorithm
with 4 sub-steps and p=2. (a): Final mesh. (b): Zoom at the airfoil. (c): Zoom at the leading
edge. (d): Zoom at the trailing edge.
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Rotation around the Trailing Edge

In this case, the airfoil rotates around its trailing edge, which poses the most challenging
scenario. The mesh near the trailing edge is significantly denser and consists of smaller
elements, making it less capable of handling excessive compression. The linearized coupled
algorithm is used, with p=2. For angles of rotation until 60°, no sub-steps are required.
For 90° even with 10 sub-steps both linearized and non-linear algorithm, did not manage to

displace the mesh. The resulting mesh of the 60° rotation is presented in fig. 4.31.

Figure 4.31: Isolated airfoil case: 60° rotation around the trailing edge, linearized coupled algorithm
without sub-steps and p=2. (a): Final mesh. (b): Zoom at the airfoil. (c): Zoom at the leading
edge. (d): Zoom at the trailing edge.
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4.2 3D Applications

4.2.1 3D Cube Torsion

This first case evaluates the algorithm’s performance on 3D hybrid meshes. The cube is
composed of tetrahedra, pyramids, prisms, and hexahedra, containing 1340 nodes and 3740
elements. The cube undergoes distortion through a rotation around the y-axis. The initial
and final meshes are presented below:

(@) (b)

Figure 4.32: 3D cube torsion case. (a): Initial mesh.(b): Interior clip.

(@) (b)

Figure 4.33: 3D cube torsion case. (a): Final mesh.(b): Interior clip.

4.2.2 ONERA M6 Wing Bending

This case represents a more realistic 3D scenario, with an application in the field of aeroelas-
ticity. The initial mesh consists of 72,791 nodes and 341,797 tetrahedral elements, making
it significantly larger than the previous cases. The purpose of this test is to evaluate the
algorithm’s performance in realistic, large-scale 3D applications. The computational domain
is shown in fig. 4.34.
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(b)

Figure 4.34: ONERA M6 Bending case. (a): Initial mesh. (b): Zoom to wing.

In this case, the ONERA M6 wing undergoes bending, along the spanwise direction (i.e.,the
z-axis) which is described by the following equations:

hev — LIZOld (41&)
ynew — yold 4 Oé(ZOld)2 (41b)
mew Zold (41C)

The variable « controls the magnitude of the bending, with a starting value of 0.1 and
increasing until inverted cells appear. The Linearized Coupled algorithm is employed, with
the parameter p also investigated but not shown here. Only the results for the optimized
value of p are presented. The settings of the linearized Coupled algorithm are shown in
table 4.3.
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Table 4.3: DWRBM Algorithm Settings

Method Linearized Coupled
Pre-conditioner Diagonal
Stopping criteria Relative residual<10~*

Max Newton (outer) Iterations -

GMRES base m various
Max GMRES Iterations 100
Weighting Parameter value 4

Convergence Study

This section evaluates the convergence of the GMRES method. A diagonal preconditioner

is used and compared to the unpreconditioned case to assess computational efficiency. The

impact of varying the GMRES basis size m is also examined. The convergence study for

a=0.1 is illustrated in fig. 4.35. As shown, the diagonal preconditioner significantly improves

convergence. It is particularly noteworthy that the cost per iteration for the preconditioned

GMRES remains unchanged compared to the unpreconditioned case, provided the same

GMRES basis size m is used. In terms of computational time, the preconditioned GMRES

with a basis size of m=3 was the fastest, completing in 240 seconds. So for this case the

Diagonal Preconditioner with basis m=3 is selected. The non-linear coupled approach was

also tested for comparison, requiring approximately 7 minutes to achieve the same quality

mesh.

Relative Residual

Convergence of Relative Residuals

—Diagonal Preconditioner with m=10I_
—Diagonal Preconditioner with m=5 |
—Diagonal Preconditioner with m=3 |-
—Diagonal Preconditioner with m=2 |-
=——No Preconditioner with m=10

No Preconditioner with m=3

Iteration

Figure 4.35: Convergence analysis of GMRES, ONERA M6 case.
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Bending parameter o = 0.1

The final position of the wing is shown in fig. 4.36. For this case, p=4 was selected, and no
sub-steps were required. The final mesh is presented in fig. 4.37. No inverted cells appeared
and the final mesh maintained the same quality as the initial one, as demonstrated by the

histogram in fig. 4.38.

Figure 4.36: ONERA M6 Bending case. a=0.1 Black: Final wing. Yellow: Initial wing.

Figure 4.37: ONERA M6 Bending, a=0.1 case. mesh close to the wing.
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Figure 4.38: ONERA M6 Bending, a=0.1 case. Quality histogram, scaled Jacobian metric. Black:
Final wing. Yellow: Initial wing.

Bending parameter o = 0.2

The final position of the wing is shown in fig. 4.39. For this case, p=4 was also selected, and
no sub-steps were required. The clock time was approximately 4 minutes and the final mesh
is presented in fig. 4.40. No inverted cells appeared and the final mesh maintained the same
quality as the initial one, as demonstrated by the histogram in fig. 4.41.

Figure 4.39: ONERA M6 Bending case. a=0.2 Black: Final wing. Yellow: Initial wing.
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Figure 4.40: ONERA M6 Bending, a=0.2 case. mesh close to the wing.
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Figure 4.41: ONERA M6 Bending, a=0.2 case. Quality histogram, scaled Jacobian metric. Black:
Final wing. Yellow: Initial wing.

Bending parameter o = 0.3

For this case, p=4 was selected without the use of sub-steps. However, as shown in the
histogram in fig. 4.42, inverted cells appeared, indicated by negative values of the scaled
Jacobian in some mesh cells. Identifying the location of these inverted cells, as illustrated
in fig. 4.43, provides valuable insight into addressing this issue. The inverted cells were
found close to the wing surface, suggesting the need for a larger weighting parameter or the
introduction of sub-stepping. As an initial approach, the parametric study of p is recom-
mended. If the problem persists, further investigation will be required combined with the
use of sub-steps.
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Figure 4.42: ONERA M6 Bending, a=0.3 case, with no sub-steps, Quality histogram, scaled Jaco-
bian metric. Black: Final wing. Yellow: Initial wing.

Figure 4.43: ONERA M6 Bending, a=0.3 case. Inverted cells in red.
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4.2.3 ONERA M6 Wing Combined Bending and Torsion

This case represents a more complex and challenging displacement scenario, involving both
the bending and torsion of the wing. The updated coordinates of the wing are described by
the following equations:

" = cos ¢>($0 - $r) — sin ¢<y0 - yr) + Ty (42&)
Y = cos p(yo — ) + sind(zg — x,) + Y, + @z (4.2b)
2"V = 2z (4.2¢)
where,
x, = 5.25 4 0.452 (4.3)
Yy = 5.0 (4.4)
¢ =az (4.5)

Combined Bending and Torsion, parameter o = 0.1

For this case, p=4 was selected, and the use of sub-steps was not required. The final position
of the wing is shown in fig. 4.44. No inverted cells were observed, and the algorithm converged
in approximately 5 minutes. The final mesh is presented in fig. 4.45, and its quality is
comparable to the initial mesh, as demonstrated in the histogram in fig. 4.46.

Figure 4.44: ONERA M6 Combined Bending and Torsion case. a=0.1 Black: Final wing. Yellow:

Initial wing.
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Figure 4.45: ONERA M6 Combined Bending and Torsion case, a=0.1. mesh close to the wing.
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Figure 4.46: ONERA M6 Combined Bending and Torsion case, a=0.1. Quality histogram, scaled
Jacobian metric. Black: Final wing. Yellow: Initial wing.
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4.2.4 S-Bend pipe

This case represents a realistic shape deformation of a s-bend pipe. The geometry deforma-
tion resembles of that in a shape optimization procedure, and the aim of this case is to test
the algorithm in a realistic 3D shape optimization case. The mesh is structured and is con-
sisted of 479688 nodes and 465976 hexahedra. The initial geometry and the corresponding
mesh is presented in fig. 4.47. The displacement acted on the geometry is shown in fig. 4.48
and is described by this set of equations:

phew — .’,UOld (46&)
v =y afadih] = )2k — 1) (4.6
Smew Zold + Oé(|$$?n _ |I01d|)(|x$§x _ |:E01d|) (4'6(3)

The linearized coupled algorithm is used, with same settings of the wing case, described in
table 4.3. The algorithm managed to adapt the mesh to the deformation without the use
of sub-steps for parameter a=0.3. The final mesh is presented in fig. 4.50 and its quality
compared to the initial is presented in the histogram of fig. 4.49.

(b)

Figure 4.47: S-Bend pipe. (a): Initial geometry. (b): Initial mesh.
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=}

Figure 4.48: S-Bend pipe case. Red: Initial geometry. Cyan: Deformed geometry.
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Figure 4.49: S-Bend pipe case, a=0.3: Quality histogram, scaled Jacobian metric. Black: Final
mesh. Yellow: Initial mesh.
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Figure 4.50: S-Bend pipe case. Final mesh
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Chapter 5

Concluding Remarks & Future Work

5.1 Concluding Remarks

This thesis presents the implementation and evaluation of the Distance-Based Weighted
Rigid Body Motion (DWRBM) method for mesh deformation across structured, unstruc-
tured, and hybrid meshes in both 2D and 3D domains. The proposed method was designed
to address the challenges associated with maintaining mesh quality during large geometric
deformations, ensuring robustness and computational efficiency.

The algorithm leverages a weighting mechanism based on node distance to boundaries, al-
lowing enhanced mesh quality near critical regions, such as boundary layers, while mitigating
the risk of inverted cells. This mechanism is case sensitive and a proper value of the expo-
nential parameter p has to be selected. A good value that works is that of p=2, but it can

vary from case to case.

Using an optimization framework, the method adjusts the internal mesh nodes in a way
that closely resembles rigid body motion, minimizing deformation-induced distortions. The
non-linear system arising from the minimization problem is solved using the Newton-GMRES
method. A linear coupled algorithm is also developed, based on small angle approximation. A
GMRES solver based on a modified Compressed Sparse Row (mCSR) format was developed,
enabling easier preconditioning (easy acces to diagonal and upper/lower triangular matrices).

Extensive testing is conducted on a variety of cases, ranging from simple 2D geometries
to complex 3D aerodynamic models like the ONERA M6 wing. The results demonstrated
the method’s capability to handle significant deformations while maintaining mesh quality.
Notably:

-In 2D applications, the method efficiently managed both rotation and translation, main-
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taining high-quality meshes with minimal computational cost.

-In 3D applications, the algorithm performed robustly in scenarios involving bending and
torsion of a 3D wing, as well as shape deformation of s-bend pipe.

The inclusion of distance-based weighting proved essential for avoiding inverted cells, par-
ticularly in areas with complex geometry or high aspect ratio elements. Extensive testing
demonstrates that the non-linear weighted coupled algorithm is the most robust approach,
capable of handling large displacements at a reasonable computational cost without requir-
ing sub-stepping. However, the linearized version of the coupled algorithm proved more
efficient in some cases due to its lower computational cost. By incorporating weights, the
linearized coupled algorithm can also manage large displacements without sub-stepping, as
demonstrated in the ONERA M6 case. Therefore, for computationally expensive scenarios,
the linearized coupled algorithm is recommended, particularly for cases involving smaller
displacements. In general, the linearized coupled algorithm displaced the mesh in approxi-
mately 50% of the computational time compared to the non-linear one. However, for extreme
deformations the linearized algorithm failed, and the use of the non-linear one was neces-
sary. Particularly in cases involving extreme deformations (90° airfoil rotation for example)
or meshes with highly variable elements size the method required additional sub-steps or pa-
rameter tuning to achieve convergence. This highlights the potential for further investigation
in the weighting strategy.

In conclusion, the Distance-Based Weighted RBM method has proven to be a versatile and
effective tool for mesh deformation in computational fluid dynamics (CFD), aerodynamic
shape optimization and aeroelastic analysis. Its ability to maintain mesh quality while
handling significant deformations makes it a valuable addition to the field.

5.2 Future Work

As already discussed, the method developed in this thesis has demonstrated high effective-
ness. However, there are several opportunities for further improvement.

Firstly, a more robust and adaptive weighting function needs to be explored. The current
polynomial-based weighting requires user experience and is sensitive to specific cases, which
can limit its applicability. Developing a more automated and generalized weighting approach
would enhance the method’s reliability and usability.

Furthermore, further optimization of the data structure is essential, as it accounts for a
significant portion of the computational time in the algorithm. This optimization, combined
with parallelization of the algorithm, could significantly reduce the overall computational
cost, making the method more efficient for large-scale problems.

Finally, the method should be tested on larger 3D cases involving real-world aerodynamic
optimization problems or in cases with even greater displacements. Such tests will provide
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a more comprehensive evaluation of the algorithm’s performance in large-scale computa-
tions and highlight its contribution to reducing the computational time required in practical
applications.
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Extevnc Iepiindn ota EAANvVIXd

Ewcaywyn

Auth 1 Swte3y) mapouctdlel TNV avdnTULT, TOV TEOYPUUUITIONS Xal TNV o&loAGYNOT TNG YE-
V680u Kivnone Anapoudppuntou Xopotog, evioyuuévne ye Bden avihoya tne andotaone (Di-
stance Weighted Rigid Body Motion, DWRBM), wtog TEYVIXNG UETATOTUONG TAEYHUATOS TOU
€yel oyedlao Tel Yo T ST enon TN TOOTNTAUS TOU TAEYUATOC XOT T OLEXELN UEYIAWY YEW-
UETEIXWY TUEAULOPPWOOEWY. Me TNV EVOOUITWOT TWV dpy Y XIVNOTG ATUEUUOLPOTOU GOUATOS
xa evog Unyaviopol Bapdtntag Ye fdomn tny andc oo, 1 wédodog dlotneel amoTEAEOUATIXG TNV
TOLOTNTA TOU TAEYUUTOS XOVTE OTA OPLOL X0 EAXYLO TOTIOLEL TOV XEVOUVO VUG TROPHC TWV KEALDY.

Boowlouevn 0Tig YN YRUUUXES Xol YROUUIXOTONUEVES UEVOB0UE TOU TAUPOLCIICTNXAY GE TROT-
youuevn Simhwpotix| epyaocta [5], auth 1 uehétn Bektidhver Ty anddoaot| Toug Yéow NS EQop-
woyfg Tng Teyvixrc PBapvtnrag pe Bdor Ty andotacn. Evag emabtng GMRES avantiydnxe oe
C++ ypnowonowwvtag éva tpotonomuévo oy o arodxevone (modified Compressed Sparse
Row, mCSR), ytot v enfhuon twv cuctTnudtey mou teoxintouy and To npdfinua feAtiotono-
inone. Emniong avamtdydnxoay xou doxpdotrxay dVo teyvinés mpootadeponolnong, n dloydvia
xou 1 Gauss-Seidel. Télog o alydprduog doxyudotnxe oe Bdpopeg BLoOLEC TAUTES (2A) xou
Tploddototes (3A) epopuoyéc.

Moadnuotixy AtatLnwon

H pordnuotin €xppact yia T HETUTOTLON €VOS XOUBOU GTOV BIBLEOTATO YWEO Elvou:

o' | cos® sinf| |z
| |—=sind cosb| |y

Yougwvo pe v unéldeon nwe to mAéyuo yetatomiletan mpooeyyllovtag 660 To dUVATOV TE-

Azx

A (1)

ELOCGOTERO TNV XVNOY EVOC ATORUUORPWTOL COUNTOS, 1 Luvdptnon Koéotoug F' nou {nteiton
va eharytotortotnlel yia xde xopfo 4,7 € I, 6mou I ovamaploTd T0 GUVOAD TWY ECWTEQIXMY
x0UPwv oTo TAEYUY, eivon:
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F, = 5 Z [(x;deal _ x;ww)? + (y;deal o y;Leu;)Z] (2)
JEN()

OOV 0 BEIXTNG 7 ONAWDVEL TOV XEVTEWO %OUP0, 0 BelxTng J Toug YEITOVES TOU XEVTEIXOU XOufBoU,

ideal 7j'deal)
i 09
UTOONAGYOUY TIS T, Y CUVTETAYUEVES Tou Yeltova j avtioTolyd, UETE TN UETATOTION TOU, UTO-

eved 10 N (1) anotelel 10 GUVORO OAOY TV YELTOVIXGDY XOUBwy Tou xevtpol. Ta (z

Vétovtog mwe mpdypott YetatoniCeTon CUNQOYA PE TIC WOIOTNTEC £VOC GTEPEOY owuatoc. Ta

new , new
(’Ij ) yj

™ petotonor tou. [ va eoogpoliotel to Béhtioto obvoro (Ax, Ay, 8) yio xdide eowtepind

) UTOBNADOYOLY TIC TEAYUOTIXES T, Y CUVTETOYUEVES TOU YeiTova j avtioTouyo, Hetd

x0ufo 1, elvon amopaltnTo VoL UTOAOYLGTOUY OL THEAY WY OL TNG GLUVAETNONG XOOTOUG K TPOS TIC
dyvwoteg tocotnteg Ax;, Ay;, xou 0;, xou vo tedo0v {oec ue Undév.

Arnooculevyuévn Ilpoceyyion

Yy Anoouleuvyuévn Ilpocéyyion, yio va UTOAOYIGTEL 1) UETATOTLOY TOU XEVTPLXOL %OUfou,
VewpoVTAL YVWOTES OL UETATOTIOELS OAWY TWV YELTOVWY Tou. AuTO 1oy VEL LOVO GTNV TERITTWOT
TV YELTOVIXGY xOpUfwy Tou elvon oploxol, eve yia Toug utdloitoug eivan amhd urddeon. ‘Etot
Aovetan eva 3 X 3 oLoTNUA (Y’] 6 X 6 otnVv neplntwon Tou 3A) vroloyilovtog Tic tehéc Véoeic
ToU XevTEXoL xouPou. H daduacta auty emohouBdveTon yio xdde ecmTERXG %OUBO, Xou Aoy
NG undUeong TOU avapERETAL TORATAVY, Eavaexivdel 1) dladixaocia and Ty apyy| uéyet va
OLYXAVOUV.

Yulevyuévn Ilpoceyyion

Yy Lulevypévn Ipocéyyion, opiletar 1 cuvolixr) cuVdETNOT XOGTOUS, 1 omola Aopfdve
Loy TG TNV AAANAeEdpTNoN PETOED GAWY TwV xOUBwY Tou TAéyUaTog. H cuvohxr cuvdptnon
x60T0uC opllETol WC:

Eotal = Z wze (3)
i€l

6mou w; etvon to Bépog xdde xéuBou (mou Ya oplotel oty cuvéyeta) xon F eivon 1 ouvdpTtnom
x60T0UG OpLopévn oty €. (2).

Ondte ano v culeuyuevn p€dodo, TEOXUTTEL EVal U YRUUUIXO CUCTNUA, 1) ETtAUCT) TOU oTolou
TOEEYEL TO BEATIOTO GOVOAO TV TWV TOCOTATOY YL TNV TUUTOYYPOVT| UETATOTUOT OAWY TOV
A(OUP V.

I'ecappixonoinon weocw npoceyyiong

Axbun, napouctdleTal ULl TROGEYYLOT UE GTOYO TNV AVTIXATIC TUGT| TOU UN-YEAUUUIX00 GUC TrUo-
TOC UE TO Ypuuuix6 avtioTotyo. AuTy 1 avTixatdo oo eEUTNEETEL ToV 6%0Td TNE UElLwoNS Tou
UTOAOYLO X0 x60TOUC TNG enlAuong xou Poucileton 0TV TEOCEYYIOT UXEMY YWVIWY. Ocw-
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PWVTAS OTL 1 Yovia TEpIo Tpoghc xdie cuoTolylog xouBwy elvar uixper €youye:

sinfd — 6
60— 0= (4)
cos — 1

Y rohoyiotixd mAaiclo

[ va emAvdoly o mapamdve cuoThuata avartLydnxe evag emthitng GMRES ye 800 npodio-
Véteg, dloywwio xar Guass-Seidel. Ou mivoxeg amotnxedovion yenoLOTOLOVTS £VA TPOTOTOL
uévo oynua amodrixevone (modified Compressed Sparse Row, mCSR), ye oxoné tnv anodott-
x| amoOxeuoT ahAd xan SLoyElplon) TV dpotmy auT®Y Tvdxwy. To mapandve Tpomomolnuévo
oY amoVAHEVOTC TUPOUCLACETOL 0TV TOROXATE) ELXOVL:

(1. 0. 0. 2. 0.}
3. 4. 0. 5. 0.
A=|6. 0 7. 8 0o
0. 0. 10. 11. 0.
\0. 0. 0. 0. 12 )

matrix.A | 1

4 3 5 7 6. 8. 11. 10. 12
2 1 4 3 1 4 4 3 5
matrix.JA |1 3 6 10 12 13

2.
matrix.JA | 1 4

Yyfua 1: Teomonomuévo oyfua anodrxeuong

Bdern avdrhoya tng andoctaong

‘Onwe avagépinue mponyoudévne, otnv oLleLYUEVN Tpocéyyion Yiveton 1 yerorn Popwy ue
oxom6 TNy Bedtinon tng moldTnTug Tou TAEYUATOS OE TEPLOYES xovTd oTa opta. Ot meployég
QUTES €lvoll IO EVGAWTES OE AVEG TEAUUEVA XENY, 0ol cLVATKS amoTeE OVVTAL AT UUXEOC TEVA
AEMS OV OEV UTOPOLY Vo TtapahdBouy edxoia TNy Tapaudepwo. H éxgpacn twv Papnv elvor
EUTVEUCUEVT) oo TNV Aoyixy| TG o Taduloévng avtioToogng amdoTaong (inverse-distance wei-
ghting (IDW)). H anéotaon auth opileton o€ xdie x6uPo, we n andotao and 10 xovivdtepo
opto. H €xqpaon mou yernowono|dnxe etvar:

W= — (5)
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omou D elvon 1) améotaom xan p elvor 1) eEXVETINT TOUPAUETEOS TTOU oG ETLTEETEL TOV TTAYPN) EAEY YO
v Bopwv. H onuacio v Bapdv yivetar avTIANTTH 0TNV Toeaxdte TERITTWOT TUpUldpPnoTg,
OTOUL Ol UXPES EXPUYTC XL TROCPUYTS TNG AEPOTOUNS AVUPMVOVTOL UE OXOTO TNV UEWWONS TNG
xoumuhotnTog. Xoplc TV yeron Bapdy, eupaviovtor aveoTpauéva XEMA, EVG UE TNV YeNoN
TOUG, TO TEAXO TAEYUA Elval avTIOTOLY NG TOLOTNTAC UE TO 0PYLXO.

trailing edge zoom

alinitial mesh

b)final mesh without use of weights c)final mesh using weights

Yyfua 2: TIdve: a) Apyixd nhéypa, ue eotioon otnyv axuy| exguyhc. Kdtw: Tehxd mAiéyua eotiaouévo
oTny oty exuytic b) ywelc ™y xerion Bapdy, ¢) pe yperfon Bopov

Egoppovég Iapapoppwong ITheyudtwy

Ouoxevtpa Tetpdywva

H mpddtn eapuoyt| mou Vo mapouclaoTtel elvar 1 auth Twv 2 oudxevipwy TeTpaydvewy. To
€C0 TETPAYWVO TUPAUEVEL OTadEpd EVE TO E0MOTEPO TEPLOTEEPETAL.  AoXdoTNXoY OAEC O
uédodot (oulevypévn, amoculevypévn), epopuolovtos ypouutxonoinomn xou un, Onee eniong
xou Bdpn. TrohoyioTd xatadnhdtepn xplinxe 1 yeoppwxomomuévn culeuyuévn puédodog ue
Yenon Poaptdv agod téTuye (Blo amoTeEAESUATO UE TNV UN YeouUXT avTioTolyn uédodo, 6Tov oo
ypovo. A&ilel av onuewwdel otL dev ypeetdotnray xadorou unofruata. Ta amoteréopata yia
yovia 6TeoeNg 45° afvovtor 0TV TapaxdTe) ELXOVaL.
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Tyfpo 3: Oudrevtpo tetpdynmva ue 45° neplotpogh ouyxevtpnixd anoteléopata. (a): Amooculeuy-
wévn pévodoc. (b): Fpopuixonomuévn ouleuyuévn uédodoc. (¢): Tpapuixonomnuévn oulevypévn pédo-
doc pe yenon Bopwy, p = 1. (d): Teapuixonomuévn oulevyuévn uédodoc pe yeron Bapoyv, p = 4. (e):
Yulevypévn pédodoc. (f): Lulevypévn pédodog pe yeron Bopov, p = 1. (g): Lulevyuévn yédodog e
xehon Papdyv, p = 2. (h): Lulevypévn pédodoc e yeron Bopmyv, p = 4.
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2A agpotoyu

Lot T1) LY HEXQUIEVT) EQAPUOYT], LEAETAUNXE 1) TEQLO TEOYY| LG HELOVWUEVNG GEQOTOUNS. XpToL-
vormotUnxe 1 yeouuxomonuévn oulevyuévn pédodog, ywelc v yenon uroBnudtwy. H pédo-
00C XATAUPERE VO TPOCUPUOCEL TO TAEYUA PEYEL xou o€ 60° oTpogt|, TalpvovTag we ornuelo TepL-
o TP0PNC 3 SlopopeTIXd oNpeia, TNV axpr TEOGBOARC, TO AEPOBUVOULXO XEVTEO UAAS %Ok TNY 0N
expuyrc. Eniong doxyudotnxay xon cuyxpldnxay ot 800 mpoctaepomonTés, Yio SlapOopETIXES
Bdone Tou GMRES 6nwe qatveton 610 mopoxdtw dudypouua obyxiong. Tayldtepog gdvnxe va
elvar o Blaydviog tpootaepotonthg e Bdon m = 10. A&iCer va onueiwidel 6tL 1 ouleuyuévn
ueVodog xuTdpepe TNV TMEQIOTEOPT TNG AEQOTOUNG UEYEL xan 90°, pe TNV yehon uToBnudTwy.
Téhoc mopouctdlovtar T TEAMXE TAEyUaTa Yo xdde Teplmtwon,.

Convergence of Relative Residuals

10°

Diagonal Preconditioner with m=10
~——Diagonal Preconditioner with m=20
Gauss-Seidel Preconditioner with m=20
Gauss-Seidel Preconditioner with m=10

Relative Residual

0 10 20 30 40 50 &0 70
lteration

Yyfua 4: Merétn obyxione tou GM RES, ypopuiornoinuévn culeuyuévn pédodoc.
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Yyfuor 5: 2A agpotour): 60° meploTeo@n YORW And TO AEPOBUVOHUIXO XEVTEO, YROUUIXOTOINUEVT CU-
Levypévn uédodoc pe p = 4. (a) : Tehxd mAéypa. (b) : Eotiaon oty agpotour. (c¢) : Eotiaon oty
oxpr) mpooBoric. (d) @ Eotiaon otny oxpr expuyhc.

Yyfuo 6: 2A agpotoun: 90° teptotpo@n YOpw omd TO 0gpOBUVIUIXG XEVTRO, U Yeouuix ) oLlELYHEVN
uévodoc pe 12 urnoPruata xou p = 4. (a) : Tehxd nhéyua. (b) : Eotioon otny agpotops|. (¢) : Eotiaon
oty axpr tpooBoric. (d) : Eotlaon oty axun expuyrc.
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Syfua 70 2A agpotoury: 60° teplotpogn YUpw and TNV oxuy| TeocBOAAC, YEUUUXOTOMNUEVT GULEUYUEVN
uévodoc pe p = 4. (a) : Tehxd mhéypa. (b) : Eotiaon oty aepotops|. (c) : Eotiaon oty oxph
npooBolic. (d) : Eotlaon oty axun expuyrc.

Yyfuo 8: 2A agpotoun: 90° neptotpopn YOpw and TV oxpr TeocBoiic, un yeouux culevypévn
uévodoc pe 4 unoPhuata xoau p = 2. (a) : Tehxd nhéypa. (b) : Eotiaon otny agpotopn. (c) : Eotiaon
oty axpr mpooBoric. (d) : Eotiaon oty axun expuyrc.
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Syfua 9: 2A agpotoury: 60° meploTEo@n YR Omd TNV AXUT EXPUYNS, YROUUXOTIOUNUEVT) GULEUYUEV
wétdodoc e p = 2. (a) : Tehxd miéypa. (b) : Eotlaon oty aepotoun. (c) : Eotioon oty oxun
npooBolic. (d) : Eotlaon oty axun expuyrc.

3A mtépuya

TN oLYXEPXEVT EQPaPUOYT) UEAETHONXE 1) %G, 0AAS Xou 1) GUVBLOUEVT) X3 xon cuaTEOPN
¢ ntépuyag ONERA M6. H »dudn neprypdgpeton and Tic mopaxdte eEI0MOELS:

rhev — :L,old (6&)
ynew _ yold + &(ZOld)z (6b)
Znew — ZOld (6C)

EVE 1) CUVOLUOUEVN XGuPT xou GUCTEOPY| amd Tig eEAC:

2"V = cos ¢(xg — xp) — sin d(yo — yr) + (7a)
Y = cos p(yo — ) + sind(zg — x,) + Y + @2 (7b)
2" =2 (7c)
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oToV,

xr = 5.25 4 0.45z% (8)
yr = 5.0 9)
o= az (10)

Xpnotponotinxe 1 yeouuxomonuévn culeuyUEvn UEVodog, ywpelc Yehon UTOBNUSTeY, xal Xo-
TAUPEPE VAL TPOCOPUMOEL TO TAEYHA OTNY TOEAUORPWOT] TN YEWUETPlAG, BATNEOVTISG TNV TOoL-
otnta tou. To anotehéoyata QaivovTol TaEUXdTe.

Yyfuo 10: ONERA M6 xdudn, a = 0.2. Madpo: Tehxr ¥éon @tepol. Kitpvo: Apyixd Héomn @tepon.

Eyfua 11: ONERA M6 xdudn, a = 0.2. IThéyua xovtd ato @tepd.

NTUA-PCOpt 10
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el Quality Metric (Scaled Jacobian)
[ RCEE
[initiai Grid
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1] LiN]

Yyfuo 122 ONERA M6 xdudm, a = 0.2. Iotéypauuo mowdtntag, peteixy) Scaled Jacobian Madpo:
Tehxd miéypa. Kitpwvo: Apyixo mAéyuo.

Yyfuo 13: ONERA M6 ouvbuaouévn xdudn xar cuoteoy, a = 0.1. Madpo: Tehxy| 9éon @tepon.
Kitpwo: Apyw Oéomn gtepoi.

NTUA-PCOpt 11
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Yyfuo 14: ONERA M6 cuvduoouévn xdudn xou cuoteopy|, a = 0.1. IIAéyua xovtd oto ¢Tepo.
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0.024

0016

0014

ﬂlﬂmm

Quality Metric (Scaled Jacobian)
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Scaled Jacobian (-)

0.4

.

Yyfuo 15: ONERA M6 cuvduaouévn xdudn xar cucteogn, a = 0.1. Iotdypauuo moidtnTog, et
Scaled Jacobian Madpo: Tehxd mhéyua. Kitpvo: Apyixo miéyua.

3A aywyog oyfuatog S

TN CUYXEXQWEVT EQUPUOYT, EVOC aYWYOS OYNUATOC S TUQUUOPPOVETOL TUPOUOIALOVTUS TNV
ToEOUOEPWOT Tou Vo BeydTay xatd TNV agpoduvauixig BeAtiotomoinong wopghc. H mopoude-

NTUA-PCOpt
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pwon mou Tou emBARINKE expEdleTon and TIC TUEAXITL ECIOWOELS:

rhev — xold (11&)
y =y + oottt = [ (] = ) (11b)
2o = 2 (o] — ) (g ] — ) (11¢)

H ypoupwomomuévn ouleuvypévn uédodog yenoylomoldnxe xat 10 TeEAxd TAEY UL TopouctdleTon
OTNV TOEAXATE EXOVA. LTNY CUVEYELN TOROUGIALOVTAL TO 0EYIXO Xl TEAXO YU TOU Ay Y OoU,
OTw¢ eniong 10 LOTOHYPUUUA UE TNV GUYXELOT] TN TOLOTNTUS TWV AVTIOTOLY WY TASYHATWY.

Yyfua 16: Aywyog oyfuatog S, mapaudepnon wopepnc ue a = 0.3. Tehxd mhéyua.

NTUA-PCOpt 13
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Yyfuo 170 Aywyog oyfuatog S, napopdppwon popphc ve a = 0.3. Koxwxavo: Apywxn yewpetpla.
Fondlro: Tehur yewpetpia.

0095 Quality Metric (Scaled Jacobian)
[ Initial Grid

o094 I Final Grid
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Scaled Jacobian (-)

Yyfua 18: Aywyog oyfuatog S, mapaddppwon wopenc ue a = 0.3: Iotdypauuo moldTnTac, METEWXN
Scaled Jacobian Madpo: Tehxd miéyua. Kitpwvo: Apyixo miéyua.
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Avaxepalolwon-Juunepdopata

H avdivon twv anoTeheoudtwy anoxahlTTeL 6TL 1) YPNOT TWV YRUUUXOTOUUEVLY EEIGMOEDY
e ouleuyuévng uedodou amodewvieTon ¢ 1 BEATIOTN pédodog 6GOV aPopd TO UTOROYIOLITXO
A00TOC GAAG xou TNV TOLOTNTA ToL TeEAXOU TAEYpatoc. H yperion Bapav tnv evioyuoe €tol kote
OXOUOL XL OE UEYUAEC TOQUUOPPAOELS, VO XATAUPEPVEL VO TTROGUQUOCEL TO TAEYUN Ywelc TNV
EUPAVIOT] AVECTEUUEVWY XEMWY, XoL Ywelc TNV avdyxn yerone vrofnudtwy. Ilupdhauta, o
OXEULEC TIOPUUOPPAOCELC XPIVETOL AXATIAANAT o1 TEOTEIVETOL 1) YPNOT TNS U1 YRUUUXNC CULEVY-
uévng pedodou, agol Tapdho To aUENUEVO XOCTOG TNG, UTOPEL Vol TPOCUQUOCEL TO TAEYUN OF
auTég Tig axpaieg mopauoppnoelc. ‘Ocov apopd tov emAlT, 1 ¥EHOT TOU BLAYOVIOU TEOGC To-
Vepomont| xplveton apxeTd onuavtixd, apol emtayydvel Ty clyxhor o€ ueydho Baduod.

NTUA-PCOpt 15
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