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Abstract

Parametric studies of aerothermal optimization of internally cooled turbine
blade airfoil, using the continuous adjoint method

by Evangelos Mallios

The present thesis deals with the aerothermal optimization of an internally cooled
turbine blade, using the continuous adjoint method. The computational procedure
is based on tools developed by the PCOpt/NTUA members, namely the GPU accel-
erated PUMA software. The optimization procedure is applied to the C3X turbine
blade, being a well-known test-case for validation purposes, involving CFD opti-
mization in Conjugate Heat Transfer problems. The optimization aims at decreasing
the highest solid temperature by updating the positions of the ten cooling channels
inside the blade airfoil. The Method of Moving Asymptotes is used to compute the
design variables in each optimization cycle. Initially, only the primal problem is
solved, using the Spalart-Allmaras turbulence model, to compare with the experi-
mental data in the bibliography. Five operating points are considered, one of which
corresponds to transonic flow. Proceeding with the first series of the optimization
runs, the starting geometry is derived from either the baseline model or blade airfoils
that have also been optimized in terms of total pressure losses. Parametric studies
follow, changing the total number of cooling channels, and further optimizing the
cooling system, allowing their displacement toward the trailing edge.
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IMopopetpixég peléteg acpoVepuixng PeltioTonoinong Loppnis
acpotouns Puyoduevou ntepuyiov oTpofilouv pe ypron Tng cuveyolLg
ouvluyolLg pedodou
" BEudyyehoc Mdihog

H oSimhwuatind epyacio mpaypatetetar Ty agpovepuixr) BeAtictonolnon evdg eowtept-
xd Quyoduevou mrepuylou otpofilou, ue yenon tne ouveyolg culuyolg pevddou. H
umohoyloTixy| dadixacior Bacileton oe epyahelo mou avamtOyOnxay and ta péhn Tng
MIITPB/EMII, cuyxexpévo to hoyouxd PUMA mou tepéyel oe xdpteg ypogpidv. H
dadixacio Behtiotonoinomng egapudleton oo nTePlYo oTEoBihou C3X, xadde anotelel
YVWO T TEPINTON HEAETNE Yia ToV EAeY Y0 hoylouxwy Y oloyioTixrc Peuotoduvouixrg
nou oyetilovtal ye pouvouevo Xuleuyuévne Metagopdc Ocpudtntog. H Bertiotonoinon
otoyevel oTr pelwon g péylotng Yepuoxpaciog Tou 6Tepe0l, avavenvovtog Ti¢ VEoelg
TV 0Ex0 PuXTIXOY oTWY oTNV agpoTouy| Tou Ttepuyiov. Tl Tov uToAOYIOUO TWV Ue-
ANtV oyedlacuol ot xdde xOxho BehtioTonolnong, yenotwomoteiton 1 Médodog twv
Kwolpevwy Acuuntdtwy. Apyid emiletar pévo 1o TpoAnud pong, HE eHor Tou Jo-
vTéhou TOene twv Spalart — Allmaras, kote vo emiteuydel n oOyxpLoN UE Ta TELRUUATIXG.
oedouéva g PBMoypaplac. Meletwvtar tévte onuelo Aettoupyiog, pe éva and auvtd va
apopd NYNTWY eot|. LuveyiCovtag Ue TNV TeWTY OElpd EXTEAECEWY TOU WO PehTi-
otomnolnong, 1 apyxy| YewUeTpla Tpopyeton elte and To wovtédo tng PiAoypagplag, eite
amd BEATIOTOMOMNUEVES, WS TEOC TIC ATWAElEC OANg Teong, acpotopés. Axoloutolyv
TOEOPETEIXES UEAETES, PETUBHAAOVTOC TO GUVOAXS apLlid TWV PUXTIXWY 0TV TNV oE-
poTour| Tou TTeEELYioL Xo1 BEATIO TOTOLOVTAG TepanTépw TN YuxTixy| BidtolT), EMTEENOVTOG
TN METATOTLOY) TOUC TEOG TNV oW QUYTG.
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1 Introduction

1.1 CHT Optimization

The high efficiency of gas turbines is inextricably linked to aerodynamically de-
signed blades and high turbine inlet temperatures. The first turbine row, located
right after the combustor, is exposed to high gas temperatures, which should not
exceed the limit set by the thermal resistance of the blade’s material. For that reason,
it is necessary to reduce the temperature locally in the turbine blade, using a cooling
configuration. Blade cooling can commonly be achieved by injecting cold air into
the main flow (external) or passing the air through channels inside the blade (inter-
nal). In the case of internal cooling, the air used to cool down the blade is usually
extracted from the compressor cascade flow. These types of physical problems, in-
volving a solid body inside a flow field with thermal interaction between them, are
called Conjugate Heat Transfer (CHT) problems.

In a CHT problem, the computational domain splits into a fluid and a solid one,
with heat transfer crossing the boundary between them, known as Fluid Solid Inter-
face (FSI) region. PDEs in fluid and solid domains can be either strongly or loosely
coupled. In the first case, the equations are solved simultaneously, while in the lat-
ter one, there are 2 different solvers, one for each domain, communicating between
them with a coupling scheme [11].

The adjoint method is a widely-used gradient-based optimization algorithm,
computing the objective function’s sensitivity derivatives (SDs) with respect to the
design variables. The method is used in the current thesis, as it is ideal for shape
optimization problems since its cost is proportional to the number of objective func-
tions and not to the number of design variables. For that reason, it is preferred to the
stochastic optimization algorithms and is applied to aerodynamic and turbomachin-
ery applications, combined with various solvers. In that case, the design variables
consist of the geometrical properties of a blade or any aerodynamic surface. For the
aerothermal optimization of an internally cooled turbine blade, the design variables
contain the coordinates of channels’ centers or their perimeter points. The main dis-
advantage of the method is its dependence on the primal problem, meaning that if
either its formulation or the objective function is changed, the adjoint formulation
has to be reprogrammed too.

The C3X turbine blade [6] is a benchmark test-case, which has been frequently
used for validation purposes, involving CFD and optimization algorithms in CHT
problems. In [12], an evolutionary algorithm is used to optimize the cooling system
of the blade, while the immersed boundary method is used in [3] discretizing the
fluid and solid domains with a common grid. In [10], a combination of random
search and gradient-based schemes is proposed, to optimize the number and shape
of cooling channels. The Boss-Quattro platform with MMA method, is used in [21].
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1.2 Literature Review on Continuous Adjoint Method

Extensive research carried out by the PCOpt/NTUA members on the gradient-
based methods, forms the basis of the present thesis. Using the in-house PUMA
software [2] an optimization procedure is performed, aiming to minimize the high-
est blade temperature to the 2D turbine problem, by controlling the cooling chan-
nels” locations. It is noted that a similar procedure with a different objective function
(total pressure losses) has already been completed [13], the outcomes of which have
been used for thermal optimization in this thesis. Adjoint formulations for the com-
pressible RANS equations were developed in [14], while the method includes the
Spalart-Allmaras model, used in the current thesis, introduced in [22]. The Eikonal
equation for computing the distance field and its adjoint counterpart was presented
in [15]. The continuous adjoint method is extended to CHT problems, including the
fluid energy and solid heat conduction equations, which has been developed in [5]
for incompressible and in [20] for compressible flows and applied to the internally
cooled C3X turbine blade. The latter paper describes the mathematical approach,
herein summarized in chapter 2.

1.3 Thesis Overview
The 5 chapters of the present thesis are summarized below:

¢ Chapter 1 - Introduction

e Chapter 2 - Mathematical Approach: The continuous adjoint method in the
CHT problem is described. The entire computational procedure is outlined,
starting with the equations for the primal problem and proceeding to the de-
velopment of the adjoint equations, along with their boundary conditions. In-
formation on discretization and coupling schemes are given, while grid prop-
erties are detailed and the MMA method is demonstrated based on [19].

¢ Chapter 3 - Optimization of C3X Turbine Airfoil: This chapter contains a de-
tailed presentation of the geometrical aspects of the C3X turbine, including ta-
bles with information on the cooling channels” positions and flow properties.
The conditions of the 5 cases studied in the present thesis are included, while a
series of runs are carried out, with the Spalart-Allmaras turbulence model, in-
cluding comparisons with the experimental data. All data were obtained from

[6].

¢ Chapter 4 - Results: In this chapter, the results of the optimization procedure
for the internally cooled blade are presented. Runs are divided into two differ-
ent categories according to whether the starting geometry is the baseline one
from [6] or based on [13]. Additional parametric studies are performed with
modifications in the number of design variables, by changing the number of
cooling channels which can be displaced. Further optimization is performed
by updating the design variables to consist of the 3 back channels, following
the main optimization procedure.

¢ Chapter 5 - Conclusions: The final conclusions are drawn and possible future
approaches related to the aerothermal optimization of the C3X turbine airfoil
are proposed.



2 Mathematical Approach

2.1 Governing Equations

Using the Einstein summation notation, the Reynolds-Averaged Navier-Stokes
(RANS) equations [20] over fluid domain QOF read:

RMF:aﬂ %_ﬁ

oT  0xx Xy =0 @1

where fi"™ = [pvy  pvkvr + pdik  PUkv2 + pdy  pukhy]T contains the inviscid fluxes
(convection, pressure terms) and f”iS =10 T T UTH+ q,f ]T contains the vis-
cid fluxes (dissipation terms) 9 is the pseudo-time term, with U = [p  pv; pv, pE]T
and E being the total energy per unit mass. Henceforth, R will be used to denote the
residual value of an equation. The index n = 1,2,3, 4 refers to the n" component of
the aforementioned vectors, indicating which equation will be satisfied.

For instance, n = 1 refers to RMF = 0 or (ap : ) — 0, thus the continuity equation
is satisfied. The general form of the motion equation for the steady compressible
fluid flows is (%7;’;”‘) + (p Bi) aafc',f = 0 or R}, = 0 where i = 1,2 for 2D flows. p

and p stand for the ﬂu1d’s dens1ty and pressure, whlle vy are the velocity components

in the x; direction of the Cartesian coordmate system. The stress tensor, defined as

mo= (u+u) (gfc],f, + %Z': ékm o ) contains fluxes due to molecular diffusion

and turbulent fluctuations, based on the Boussinesq hypothesis. y and y; represent
the bulk and turbulent viscosity, while k is the turbulent kinetic energy. O, is the
Kronecker symbol. The dynamic viscosity y is a function of fluid’s temperature T,

established by Sutherland [18], hence p = ji,s ( j;f) . LS, with C = 11056 K,

Trer = 273.11 Kand pjop = 1.789%4 - 10~°Pa - s. For the computation of y;, turbulence
models must be introduced. With /; being the fluid’s total enthalpy, the conservation

of energy states that RMf = 0 or a(%zikkht) = (g[;:k) + gi’fk = 0 where the heat fluxes
FoTE

are equal to qf = « 5y, - according to Fourier’s law (the index F indicates the fluid

domain QF). «f = C, (% + I%) is the fluid’s conductivity, where C, is the specific

heat capacity under constant pressure. The laminar and turbulent Prandtl numbers
equal Pr = 0.72 and Pr; = 0.90, respectively.
The heat conduction equation over solid domain Q) can be written as:

aqk

R® =
Bxk

=0 (2.2)

where qk = x° %zj are the heat fluxes and T°, x° the temperature and thermal con-

ductivity of the blade, respectively. Index S indicates the solid domain Q°.
Equation (2.1) and eq. (2.2) are coupled for the CHT problem. The boundary of
the domain QF is Sy = Sk, 1 U Sk,0 USE st U SF per- Along the inlet Sg  fixed values
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FIGURE 2.1: Computational domain for the 2D CHT problem along
with the C3X airfoil geometry and boundaries.

are imposed on the total pressure, total temperature, and flow angles. The Mach
number variable is extrapolated from the interior of the fluid domain to the bound-
ary. The static pressure is imposed along the outlet S o while the temperature and
velocity components are extrapolated. Information on the above values is given in
table 3.3. Sf .- denotes the periodic boundary conditions to simulate the passage
through the stator cascade. Sprs; stands for the Fluid-Solid Interface (FSI) region
between the flow and the airfoil. Along the region, the no-slip condition is imposed.
The boundary of the solid domain 0% is decomposed into Ss = Ssw U Ss rsr- Ssw
includes the interior airfoil’s walls, i.e. the cooling holes” perimeters, based on the
geometrical data of table 3.1. No coolant flow simulation is considered, instead,
the convective heat flux boundary condition is used. Finally, the boundary condi-
tions dictate that the temperature and heat flux are the same across the common FSI
boundary SF,FSI/ SS,FSI:

(2.3)

where nf, n{ are the unit normal vectors to the FSI, pointing toward QFf and O°

respectively. The coupling scheme is presented in detail in section 2.4.2.

Figure 2.1 illustrates the computational domain which consists of the fluid do-
main QF including the fluid region, and solid domain O’ including the airfoil, de-
fined by the aforementioned boundaries. The RANS equations eq. (2.1) along with
the turbulence model eq. (2.4) and Eikonal eq. (2.7) equations, (which will be pre-
sented in the following sections), are solved in the fluid domain QF. In the solid
domain O)°, the heat conduction equation eq. (2.2) is solved.

2.2 Turbulence Modeling

Given that turbulence is a high-complexity fluid motion type, a precise definition
of it seems to be rather impossible. It can be characterized as a dissipative, diffusive,
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and rotational phenomenon and is thought to be nonlinear and time-dependent. In
order to find a direct solution, a huge amount of computational power is required,
due to the small-scale fluctuations of the flow quantities’, appearing in the RANS
equations. Time must be discretized into incredibly small steps, and large comput-
ing meshes are necessary. Thus, turbulence should be commonly modeled in fluid
mechanics applications.

The Spalart-Allmaras one-equation turbulence model [17] is used in this thesis.
Introducing the Spalart-Allmaras variable 7/, the turbulent viscosity is given by p; =

3 ~
oV fy1, where fi = ;@iicgl with x = ¥, C;1 = 7.1. The transport equation of 7 reads:

I 007 | pCrl (37 A
R" = aTck(kaV) oox; [V+(1+Cb2)v]axk} + v ax <6xk> P'+D"=0
(2.4)

where P? = pCyi(1 — f12)S7 and DY = p(Cyp1 fur — %f&) (%)2 are the production
and destruction terms of ¥ respectively. d denotes the distance from the nearest solid
wall boundary. In the production term S =5+ KZLdZ foo, with fip =1 — % and

S being the strain rate magnitude. « is the von Kadrman constant, taken as x = 0.41,
while o = %, Cp1 = 0.1355, and Cyp = 0.622. C,1 is a function of C;;; = % + l%sz

1
Continuing on, fo = ¢ (;61%6%3 ) °, with g =71+ Cyp(r® — 1), Cypp = 0.3, Cy3 = 3, and
w3
r= 5. Lastly, fio = Cize—Cux*, where Ci3 = 1.2 and Cyy = 0.5.

2.3 The Continuous Adjoint Method

In this section, the formulation of the continuous adjoint method for an objective
function F is presented. The full mathematical development, including the CHT
problem for the 3D C3X turbine blade, is published in [20]. Furthermore, the PhD
thesis of Gkaragkounis [4] and his paper [5] provide a more detailed presentation of
the adjoint formulation in the CHT problem for incompressible flows, developed in
OpenFOAM. The optimization aims at minimizing the highest blade temperature,
thus the objective function will be approximated by the differentiable expression of
max(T®) or:

_ Zsolid TseaTS

- S
Zsolid el

where 2 = 0.2. The above operator is known as Boltzmann softmax operator. For the

cases of a = —o0,a — 0, and a — oo, the function approximates the behavior of the

. . . . i :
min, mean, and max function, respectively. The function p(x;) = T normalizes
j=1

the inputs x; into a probability distribution. For instance, with x = [1 5 3] being
the input vector, the function returns p = [0.2120 0.4718 0.3162] for a = 0.2 and
p = [0.0900 0.6652 0.2447] for a = 0.5. The formula is a smooth differentiable
approximation of arg max function, which marks the input vector’s index i, where
the maximum value appears. In the example above, arg max returns the vector
[0 1 0], meaning itis a discontinuous function. The maximum value is calculated,
by summing the products }_(x;p(x;)), thus forming eq. (2.5). As it turns out, p(x;)
are the weighting factors, assigned to x;. Higher values of x; (those approaching the
maximum value), are given higher weights. For x = [1 5 3], Boltzmann operator
determines the maximum value as 3.5196 (2 = 0.2) and 4.1504 (a = 0.5).

F (2.5)
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The continuous adjoint method starts with the definition for the augmented form
of F, denoted by Fyq:

Faug = F + / ¥Ry dO + / 5,R” dQ) + / d,R? Q)+ / T,RS4Q  (2.6)
OFf OF OF s

As can be seen, the volume integrals contain the adjoint variables fields and their
corresponding equation residuals. R? stands for the residual of the Eikonal equation
[15], that computes the field of distances d from the solid boundary, affecting the
terms PV, DV of the turbulence model:

od _ 2d od

axk axk (2.7)

¥, refer to the nth adjoint flow field in the fluid domain QOF (it is reminded that
n = 1,2,3,4), while 7, stands for the adjoint field of 7 and d, refers to the adjoint
distance field, both defined in QF. T, is the adjoint temperature in the solid domain
OS. By definition 1 Fis equal to Fq. Differentiating eq. (2.6) with respect to the
design variables b;, leads to:

oF MF RS
o /Hf‘SR dQ+/ 0 dQ /d dQ+/T a0

ob;

MF TSA s

(2.8)

Each of the four field integrals is to be developed separately in the following sub-
sections The total derivative of any flow quantity ® at a grid node can be written

as 5b = gf + a;p ‘;’é", correlating the total and partial derivatives of ® with the grid

sensitivities 5b According to [14], it can be derived that 5b (aq>> = 9 <§%’_> —

E)x[
gg’( a?cg (‘;’,;"> which is valid for both structured and unstructured grids, allowing the

Gauss’ divergence theorem to be applied to eq. (2.8). After the proper mathematical
SF, ﬂu;,

development, will contain field and surface integrals, that include variations
in the state Varlables as well as integrals depending on grid sensitivities. A new
set of partial differential equations, known as field adjoint equations (FAEs), along
with the adjoint boundary conditions (ABCs) emerge when the multipliers of the
variations are set to zero. The mathematical approach will be concluded with the
derivation of the expression of the sensitivity derivatives (SDs) (5F The procedure is
called FI adjoint formulation, as the final expression for SDs contain the field varia-
tions of x [8].

2.3.1 Developing the mean-flow integral

Starting with the development of ZMF, the substitution of RMF from eq. (2.1),

gives:
5 17121 ZJZS
MF _ 2
z N ,/QF Tnébi ( 8xk ) / \Fn (Sb ( axk ) 40 (29)

MF
inv ms

Using the divergence theorem, the inviscid term Z)F

is expanded into [14]:

1Cor151dermg that the primal equations should be satisfied, thus the residuals are equal to zero or
RMF RO = Rd RS =0.
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inv o¥., sU fmv 5xy
M = /‘I’ s — [ At a0 [ ¥, XY ao
mo T 5= nmk axk (Sbi OF an E)xk (Sbi
—FAEmr —SD
where U = [p pv; pvy pE]" contains the conservative flow variables, E is the

total energy per unit mass, and A,,x = i ”ﬁl —— the inviscid flux Jacobian matrix. The
contribution of each term is denoted by an arrow, located beneath it. For instance,
surface integrals are categorized under Z%. Integrals including (5,]'" contribute to the

field adjoint mean flow equations (FAEpr), while those with grid sensitivities Jh
contribute to SDs.

Applying the divergence theorem to the viscid term If}\fsp gives:
UZS 81{}' 5 UZS fUlS 5x
MF nk nk orL
TMF = / R I el / T < (Sbi> 0
—IB TMF, —SD
Substituting f%* in ZM ois, f gives:
oY oY 0¥, oT okt 5V
M _ / Tiom mit ¥y | d¥y T ox” / S d0
vis, () QF |:“I/l T axk + Uy axk + axk an a‘u IC d
%FAEMF
Tim a‘Ym+1 8‘{’4 8‘1’4 oT aK (Syt
dQ
+/ |:“l/l + Uy ( axk + Om axk + axk axk a“l/lt ob;
IMF
. udj% adjal 0 5X/ / adj Z)k adj §l
/QF (Tkm o, + Gm o, ) axn dQ+ Tkmnm + 4, nkébi ds
—SD 7B

For the sake of simplicity, indices F, S of T, adjs included in integrals are dropped.
Arrays V, K are defined as:

V:[p 01 02 TF]T

dj di F T
IC = |:O aT;wf _ a‘F4 aTZm _ a‘Y4T aqﬂ] ]
Xy Xy 1M Jx,, oxy -2m dxy

where the adjoint stresses and adjoint heat flux are:

i _ Meor | Mpr 2 My s s 2. 3Y,
Tkﬂ’l (ﬂ + Vt) < axm + axk 35](7?1 axz + axk Om + axm Uk 351(711 axz vf

adiF _ 0¥,
k axk
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By differentiating u with respect to T* (based on Sutherland law [18]), variations g—i

can be taken into account. In addition, the differentiation of equation y; = pi/f,; or
alternatively p; = fif,1 develops I%F as follows:

MFE Tlem alferl 8‘1’4 8‘}’4 oT aKF a}lt (5‘17!
— . DL |y @1
Lu /QF Lw " ( e "ox ) T 9 o opur | 97 by © (2.10)

‘)FAESA

2.3.2 Developing the Spalart-Allmaras integral

Substituting R? from eq. (2.4), Z°4 integral takes the form:

5[0 |
SA __ ~ ~
z —/QF va—ébi [(pvkv)_ aQ

axk
734
_ 0 p o [ _, oV pCp? 9 [ 9V
R D 1 - — | =— ]| dO
+ va”ébi[ o 0y _[V+( +Cb2>v]8xk] T oy o (2.11)
3t
_OPY _oD"
_/()Fvaéljid0+/()Fva5l)idQ
754

It can be seen, the above equation can be simplified to Z°4 = 724 + Z3A + 734,
where the IgA, IgA, IgA contain the convection, diffusion, and source terms of the
Spalart-Allmaras model, respectively. Using the divergence theorem, the first two
integrals can further be analyzed as [22]:
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oV, O o7, év :
SA _ _ a., OH a OV ofi
TS — /Q 0 /Q 1dQ +/ “””(sb nkds+/ o4l 5y S

Faxk 517 Faxk 5b
—FAEgy —FAEpmr —IB
0 0 (SXp
_/ "3, PO o <5b ) a0
—SD
sa_ [ 5|9 0|, PC¥ 9 (97| op
5= QFV“[ Xk [[V+(1+Cb2) ]axk} + o 0x; \9dx; /| Ob; a0
—FAEpr
pCiala 3 (30) 07 pCiaity @ (0 @ (om
+ QF 0 dxg <8xk> ob; a0+ QF o dxy \dxi ) dxp \ Ob; 40
—FAEpMr & FAEgy —SD
Lﬂ”i L o0v | 9 [dxp
OF 0 dxy [[V+(1+Cb2)v]8xk] 0xy <5b a0
—SD
PCalth 2 [ (0] g [ pBa @ [0 127
v [ fcmh S { y (an ao- [ B8\ ey || o
ISA

gradi

The integrals containing variation in ji contribute to the field adjoint Spalart-
Allmaras equation (FAEs ), while those including variations in 7 contribute to both

; oV _ 9wl 4 wop _ _wdp 190 ini
FAEmr and FAEg,, given that 55 = 9o b, + sk = oo + o 3b; " The remaining

integral 7, gs;z gy 18 expanded as follows:

QO JQ

S axk ob; o dx; Oxp Ob;
—FAEpr —FAEpMr & FAEgy
2 [1 0(p7,)  Cppo(pvi,) ] oV
/QF Xy [O'[V + (14 Cia)7] oxy o dxi ob; 40
*)FAEMF&FAESA
+ /S F L[w (14 Cia)r) e — 2 EEE | S
—1B
‘ ) CbZ o ov
/SF aPV”ch [[v+(1+Cb2) ]nde+/ <8 >nkd5
—1B
1 0(pta)  Cpd(piiy)] oV 0 [ dxy
t /QF |:0'[V + (1 * Cbz)l/] Bxk 7 axk an axk (Sb a0

—SD
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Defining { = /2Wj,, Wi, as the vorticity magnitude with Wy, = 1 ( 3;’; — %Z’;’ ) , P?

and D are functions of p, {, d, and fi, which means that:

387 38" 61t 387 5d e
SA _ op K o
x5 _/QF”” 3 (sbid0+/gv 37 ab; /F”” ad 5bid0+/ "o ob;

—FAEpF —FAEgp —FAEp IZSA

with 8 = DV — P?. The field integral containing variations in d contribute to the
field adjoint distance equation (FAEp). Finally, IEA is developed as:

0 oS7 2 v 0S7 2 0v, 9 [ dx
SA _ 00U _ 00" 2 9 9 [0Xxy
"= ./QF %X [ Fd gw"’”] Q / Y gwk’”axg %X <(5bi> 40
~ aSﬁZ 50](
/F aYZkaanbidS
—IB

2.3.3 Developing the Eikonal integral
Substituting R from eq. (2.7) gives:

d od od od od od od 0 [ox
D _ R ow N g o, 0[O0
"= /QF 0xy <2axmd > (5b 40+ staxm méla 5b; 45 QanXm axgd“axm <(5bi> 40

FAEp 7B —SD

2.3.4 Developing the heat conduction integral

From eq. (2.2), the integral Z° can be rewritten as:

Oqk 9T, dqx / dqr 0 [ 6xg
/ T, ldS+ e do+ [ Tl () a0

3 —SD

By definition, the adjoint heat fluxes in the solid domain are qzdj = ng%:, which
means that:

9T, oT Ok’ g™ 6T g OT ;0T [ ox
S _ a 0L _ kK b adj, adj ore
19 = Jos axp o o6 27 Jos axy o dQ+/55 T Mgy 85~ s T o, 3 (5@) 4

—FAEg —1IB —SD
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2.3.5 Field Adjoint Equations (FAEs) and Adjoint Boundary Conditions
(ABCs)

Based on the aforementioned mathematical analysis, by setting the multipliers
of variations to zero, the resulting set of equations (i.e. FAEyr, FAEsa, FAEp, FAEy)
is:

oY aV, _o7
R‘nﬁ = Ankax: - - -

"au,  ox
Tem [ O¥ms1 n oY, 0¥, oT ot 1 ar d(p,)| ou
A e\ Oxg " 9y ox 0X; Oy pooxx 0xp | ol

0|22 s+ o 2| + 2202 (1))

(Taxk axk g Bxk axk
Cbzﬂ17 J ﬂ _ Lﬂa({)ﬁa) _ ﬁ(1+cb2)ﬁa(()ﬁa)
“ox; \ oxx 0 Ox  OXg o ox;  0xy
vo |l d(p7a)  Cro (p774)
pox; | O [ v+ 1+ Cia)7] ox o oxi
_ 087 0 0S? B
+va$ ~ o ( e €W4k> =0 (2.12)
. aw, 10 [1 _0(p7,)  Cyp 0(p71,)
Vg _— __ = _
R = kaxk 0 xx [ v+ (1+ Cia)7] ox o oxi
_|_1+Cbzala(pv”)+%~i ﬁ
po  Oxp  Oxg o "ox; \ 9xy
|: Tiem <a‘¥m+1 +o 8‘{’4) 8‘Y4 BTE)KF] % 88" —0
B+ pe \ 0xg " 9x Oxy Oxi Opy | Ofi 8;4 B
0 od 0S?
do _ _ _“ =
R Ix <Zaxkd ) gy =0

Rl = —

a(saTu> 0T, dT° ox° | 9F _

o \" ax. ) T 9%, 9xc 975 T 9T
Only FAEp depend on the adjoint distance d,, therefore it is the last equation to be

numerically solved.
Excluding the surface integrals with variations in 7 and d, the rest of them form:

5 inv ) vis Sv 5
B _ nk nk ad] k ud]
z _/sF (‘Y””" ob; T g T T g 5b> as

B gplits into the integrals I IB/o' over the inlet/outlet boundaries S;,o and I%,
over the solid boundaries (including the FSI region) Sy . The first one is developed
as follows:

(2.13)

ou dj ov di oT
IF/O = / [‘PnAnmk”kébm + (Tznf ‘Y4Tkmnm)—k + E]Z ]nk%
S1/0 ;

i 5b; ds
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By eliminating the variations in the flow variables and ignoring those in viscous
stresses and heat flux, the adjoint inlet/outlet equations arise:

‘I’nAnmk”kW + (Tt ‘P4Tkmnm)W + gy 1k

j i

ayI70 " yI7o
J ]

=0 (2.14)

with V!I/O standing for any flow variable extrapolated to boundary S;,o from the
interior of the fluid domain QF. Specifically, Vj[ is the velocity magnitude for the
inlet and V]-O are the outgoing Riemann variables. Imposing the no-slip condition on
eq. (2.13), the integral over Sy gives:

op oT, n di 0T
78— /\Pmﬂnm(S ds — /Tmﬂnk 52"%15 /‘P ‘7’;" dS+/ i 45

n n 5
- /SS ””‘”k ds + / q“”’f dS+ / ‘I’4qk ‘s / Tog 5’;" ds

—SD

The surface integrals, including 55 , 5;5"’ are eliminated by satisfying the adjoint no-

slip condition ¥2 = ¥3 = 0. On the same pattern, the adjoint FSI conditions (Y4 = T,

and qad] an = _QZ 15 S ;) eliminate the surface integrals with variations in heat flux

or T. Lastly, the surfaces integrals with 2 b , gg are eliminated by setting 7, = d, = 0

over the boundaries of QF.

2.3.6 Expression for SDs

Following the definition of the adjoint equations and their corresponding bound-
ary conditions, the sensitivity derivatives (SDs) are computed via:

% = T30 + T30 + 73P + 18P (2.15)
1

where
d :l',zv d ;le{s ad]‘avm adj oT d 5x; 5nk
Tiie = - /m [Tn<8w T x| max, T T 9x, | ox \ ob; dQ+/ Fadgy, 45
- J - d 5Xg
IR = - /QS Vaaixg(pvkv)éixk <(5b ) dQ)
ot [ 2. 127 end (2] 2 (oxe
+/QF o [8 Xy |:[v+(1+Cb2)V] axk:| +Cb2VaJCg <axk axk 5191 40
(apva) Cpp 9(p77,) ] o7 9 (dxy
+/ [ v+ (14 Cpo)7] e g (G ) a0

)

on
) 10+ [ TS5 ds
W

- / 9572, vy
T k’“axm %X

<5Xg
od od ,
SD __ _ =t
5" = /Qszaxm axg 19x <(5b>
<5Xg

P) oT\ 9
SD _ 9k _ g 9
L5 _/Qs (T“axg T ax) 9xx

(2.16)
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2.4 PUMA Software

All the necessary computations were conducted using PUMA, developed by the
Parallel CFD & Optimization Unit of the National Technical University of Athens
(PCOpt/NTUA) [2]. It is a GPU-accelerated software, including solvers for the
RANS equations, heat conduction equation, and a variety of turbulence model equa-
tions. In addition, PUMA includes an adjoint solver, based on the continuous ap-
proach for the solution of aerodynamic and CHT optimization problems. The data
transfer among GPUs on different nodes is achieved using the MPI protocol.

The so-called primal and adjoint equations are discretized using unstructured
grids for the fluid and solid domains, following the vertex-centered finite-volume
approach. The 3-stage Runge-Kutta scheme with residual smoothing is employed
to solve the steady-state equations in pseudo-time. At each Runge-Kutta stage, the
computed residuals are smoothed using the spectral radii technique. For the com-
putation of the spatial derivatives, the Green-Gauss method is used. The 2"¢ order
Jameson-Schmidt-Turkel (JST) discretization scheme [7] is applied on the transport
terms of the RANS equations, while the 1% order upwind Roe scheme [16] is used
to discretize the turbulence model convection fluxes. The heat conduction equation
is also discretized using vertex-centered finite volumes and solved with the Gauss-
Seidel method. The cooling holes” walls act as boundaries on which PUMA imposes
heat flux conditions, where the bulk temperature and the constant heat transfer co-
efficient need to be defined. The algorithm does not use wall functions in the mod-
eling, as the grid density is considered to be sufficiently high near the solid bound-
aries.

The computational procedure starts with the generation of the initial geometry
including both the airfoil shape and the geometric features of the cooling configu-
ration system. The algorithm solves the primal and then the adjoint problem, com-
puting the sensitivity derivatives. Information on the primal and the adjoint solvers,
highlighting the function of the coupling scheme, is presented in section 2.4.2. The
MMA method is used (section 2.4.3) to update the design variables and, conse-
quently, the cooling holes” displacements. Then, with the updated geometry, the
new grid in the solid domain is generated using the advancing front method. The
properties of the airfoil shape and fluid domain’s grid do not change during the
optimization. The procedure is repeated till the convergence criteria be met. The
aforementioned process is summarized in fig. 2.2.

24.1 Grid Properties

The computational domain is generated from 16 curves, i.e. the inlet, outlet, and
periodic boundaries, the pressure and suction side, and the 10 cooling holes. During
the optimization, only the holes” positions can be modified. The design variables
vector consists of the hole centers,i.e. b = [x;1 Va1 X2 Y2 - Xen Yen]! withn
the holes’ total number. After each optimization cycle, due to changes in the cooling
hole’s positions, the grid inside the blade is generated from scratch, while that in the
fluid domain remains intact, as there is no change in the airfoil shape. The displace-
ment of the points forming the perimeter of each hole depends on the coordinates of
the hole center itself. For instance, the perimeter points xye2 = (x4, y¢) of hole no.

2 (¢ is the number of the parameter points) are transformed via xper2 = %b with
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Initial geometry
(airfoil contour, channels positions)

Yy

Primal CHT solver

v
Adjoint CHT solver
. >
A\ 4
Compute sensitivity derivatives
v

[ Update the design variables with MMA ]

Y

Y

[ Update geometry (new cooling channels centers)

7

\ 4
[ Generate grid in solid domain with )

the advancing front method

FIGURE 2.2: Flow chart of an optimization cycle.
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FIGURE 2.3: Grid illustration in the (a) fluid domain (b) leading edge
(c) trailing edge.

the cooling system grid sensitivities vector > being %2 =0 0 1 1 .. 0 0]
The PUMA software uses the advancing front method [9] to triangulate the com-
putational solid domain Q)°, starting from the boundaries and then progressing in-
wards, to generate the unstructured grid. To better handle the large spatial deriva-
tive near the solid boundaries, the grid is structured-like in that region, as illustrated
in figs. 2.3 and 2.4. Regarding the baseline geometry, the total number of nodes in
the fluid and solid domains is 190124 and 91188 respectively.

2.4.2 Coupling Scheme

The flow and heat transfer solvers for the primal problem are loosely coupled.
The heat transfer solver computes the temperature field values in the solid domain
O° and then imposes them as boundary conditions on the flow solver. The flow
solver calculates the heat fluxes in the FSI boundary and feeds them back to the heat
transfer solver. That can be achieved by integrating the energy equation R} = 0
on the adjacent finite volumes QF for each node i to consider the heat fluxes cross-
ing the interface between it and its neighbour-nodes. The process is repeated un-
til the convergence criteria are met. The communication of the temperature fields
along the FSI region is achieved using the fixed-point iteration method, meaning

2For visualization reasons, a turning angle may be introduced. In that case, as in the present thesis

where the angle equals 70°, the vector changes into ‘;—’;}2 =[0 0 cos70° sin70° .. 0 0]T.
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(b)

FIGURE 2.4: Grid illustration in the solid domain near the (a) leading
(b) trailing edge.

heat conduction heat conduction

flow solver solver

solver

R =R"=8%=0 R*=0 R"=0

F s
T fixed-point T [p*t Aitken's Tﬂ
iteration method

(a) (b)

FIGURE 2.5: Coupling scheme of the (a) primal and (b) adjoint CHT
solver.

that T}, , = T for the n'™ iteration. The aforementioned method was also followed
in the case of the adjoint problem, the only difference being the coupling is achieved
with Aitken’s dynamic relaxation formula, named after Alexander Aitken [1]. The
numerical method accelerates the rate of convergence of a sequence, using the val-

ues from three consecutive iterations. With R, = T; — T}, the relaxation factor

Api1 = Ay (1 — M) is updated at each iteration, using the residuals from the

2 last iterations. The temperature field is updated via T, | = 4,11 Ts +(1—a,1)TE.
Figure 2.5 illustrates the coupling procedures for the primal and adjoint problem.

2.4.3 Method of Moving Asymptotes

The gradient-based method of moving asymptotes (MMA) is used [19], to con-
clude the computational procedure. Its function is to obtain the expressions of SDs
generated by the continuous adjoint solver and then optimize the objective function
fo(b), taking into account both the inequality constraints f;(b) < f; (i=1,2, ... m) and
the bounds subjected to the design variables b = [b; b, .. by]T. In the present
thesis, the constraints are related to the displacement of the cooling holes. The de-
sign variables along with their geometrical constraints are detailed in chapter 4.

The algorithm’s approach is based on an iterative scheme of generating and solv-
ing a sequence of explicit sub-problems. Starting with the initial vector b°, the values
of f;(b*) and V£;(b*) (i=0, 1, 2, ... m) are calculated in k™ iteration. m, n denote the
number of inequality constraints and design variables, respectively. After that, a
sub-problem P* is generated, its solution being the next iteration point b**1, until
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the convergence criteria are fulfilled. With L;‘, U]'-‘ being the lower and upper bounds
of the design variables, i.e. L;‘ < b;f < LI]’F, functions fik are defined as:

k
. L pz] ql]
o +Z< ] —b b _Lk>

(uf —vk2gh, it g0

where

—(f - LG, i g <0

(v i
:fi(bk)_2< ._]b Ty —]Lk>

=1

with f5(b*) = f;(b*) and %J; = g{’ atb = b*. f; is a convex function since pé‘j, ‘75‘ >0
thus the second derivatives are:

ofi 1 . df;
aZflk B 287]- u]’f—b;." if 8717] >0
2 ofi e Of;
b —28—;;%}%, if g <o
o*fk o
ab;ab; =0, if j#/L

The new sub-problem Pk is defined, involving the approximate versions of f. k.
Pg/ qéj
Uk —b; b]-ijk

_|_

The aim is to minimize the function }i' ( > + rk with the new con-

straints being ) < p,]b + bq” ) +rk < fifori = 1,2,..,n and max (b, oc}‘) <

b; < min (bj, ﬁ]) forj =1,2,..,m. L}‘, Ll]'.‘ are called moving asymptotes, although
they may have fixed values based on the optimization problem. IX;{, [3;‘ are limits with

L;k < oc;? < x;.‘ < IB;‘ < U]’-‘.The solution to the problem Py is the input b¥*!, used to
the next iteration.
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3 Validation of the Solver and
Optimization Set-Up

The geometry of C3X turbine blade along with the cooling holes configuration
are illustrated in fig. 3.1, based on [6]. The blade’s axial chord is 7.816 cm, while its
material is ASTM type 310 stainless steel with density p° = 7900 kg/m3 and heat
capacity C° = 586.15 ]/ (kgK). The material’s heat conductivity varies linearly with
the solid temperature as x° = 6.811 + 0.020716T°.

In the present thesis, the optimization will be carried out for the flow conditions
of 5 different test-cases, namely those identified as no. 108, 111, 113, 157, and 158.
The flow conditions of the cases are presented in table 3.3, where the total inlet pres-
sure p; and temperature T}, turbulence intensity T,,;, outlet pressure p,, and outlet
isotropic Mach number M, ;; are recorded. Test-case 111 deals with a transonic flow.
The inlet flow angle is a; = 0 in all cases. Before starting the optimization pro-
cess, a series of runs were performed to compare with the experimental data from
the literature [6]. Based on the 2-D analysis, a procedure was followed, in which
a constant heat transfer coefficient is assumed for each cooling hole. The coeffi-
cient values depend on the mean coolant temperature Tc and coolant flow mass
niic per hole, given in tables 3.4 to 3.8. The cooling holes are modeled as circular
cross-section smooth pipes. Utilizing the aforementioned data, the Reynolds num-
ber Rep = % and the Nusselt number Nup = 0.022Cr PrO'SRe%8 are calculated.
D is the hole diameter and Cr is a correction for a fully developed thermal bound-
ary layer to account for thermal entrance region effects, both given in table 3.1. It
has already been mentioned that Pr = 0.72. The coolant’s viscosity y is computed

1.5
via the Sutherland law i = Jiros (75)  F5 S, with C = 11056 K, T = 273.11

Kand ppr = 1.7894 - 10~°Pa - 5. With the coolant thermal conductivity computed

via k¢ = %, the heat transfer coefficient is finally defined as h¢c = KCN%. The
parameters T and h¢ are assigned to the heat flux condition, imposed on the hole
boundaries. Given the geometry of the airfoil shape, the area within which the holes

-0.1 -0.08 -0.06 -0.04 -0.02 0 0.02
X (m)

FIGURE 3.1: C3X geometry and cooling hole positions.
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TABLE 3.1: Cooling holes geometric characteristics, based on coordi-
nate system of fig. 3.1.

no. x(m) y(m) D(@mm) Cr
1 -0.1055 0.0605 6.30 1.118
2 -0.1000 0.0483 6.30 1.118
3 -0.8701 0.0612 6.30 1.118
4 -0.7196 0.0651 6.30 1.118
5 -0.5708 0.0678 6.30 1.118
6 -0.4142 0.0698 6.30 1.118
7 -0.2638 0.0711 6.30 1.118
8 -0.1081 0.0718 3.10 1.056
9 04528 0.0721 3.10 1.056

10 0.2007 0.0721 1.98 1.025

TABLE 3.2: Maximum displacement of the cooling holes centers along
the x and y directions.

no. x(mm) y(mm)
1 +5 +2
2 -5,4 +3
3 +3 +8
4 +3 +5
5 +3 +3
6 +3 +1
7 +3 +0.5
8 +5 +05
9 +5 -0.2, +0.5
10 +5 +0.3

can be displaced is limited. Upper and lower bounds have been defined, to prevent
any overlap between the holes themselves and the airfoil sides. The maximum al-
lowed displacements of the hole centers along the x and y directions are given in
table 3.2.

Figures 3.2 to 3.4 depict the pressure p, temperature T and heat transfer coeffi-
cient h fields along the FSI region, in comparison with the experimental data, us-
ing the Spalart-Allmaras (S-A) turbulence model. The distance is normalized with
the blade’s axial chord (x/c < 0 refers to the pressure and x/c > 0 to the suction
side), with the pressure reference value p,.r being equal to the inlet total pressure
pr, which is different for each case (table 3.3). The remaining reference values are
Tyer = 811 Kand hyf = 1135 W/ (m2K). It should be noted that the software returns
the heat flux g; for each point i on the airfoil, which is then divided by AT; = Ty — T;
to give the heat transfer coefficient values h; = Aq}l_ . In the transonic test-case 111, the
experiment predicts a rather weak shock wave at x/c ~ 0.6 (suction side) and at the
trailing edge (pressure side), due to the small number of measurements. The two re-
gions are indicated by a steep drop in the pressure distribution figure. There is also
a decrease in the temperature and heat transfer coefficient at the point, where the




Chapter 3. Validation of the Solver and Optimization Set-Up 21

TABLE 3.3: Flow conditions for the five examined test-cases.

Case 108 111 113 157 158

pi (Pa) 319500 307989 323157 413272 243700
Tn (K) 786 796 781 818 808
Tin(%) 65 8.3 8.3 8.3 8.3
pa (Pa) 188900 153339 193145 247004 142530
My ;s 0.90 1.05 0.89 0.89 0.91

shock wave occurs. In the case of the transonic flow, higher temperatures are mea-
sured along the airfoil, as the coolant mass flow is decreased table 3.5, compared to
the remaining cases. There is a good agreement between the solver’s results and the
experimental data, except for the suction side region near the leading edge, where an
overestimation of T and h is observed. Since none of the analysis and optimization
runs is using a transition model, the boundary layer is considered fully turbulent
along the airfoil and the existence of the laminar boundary layer is ignored, by the
Spalart-Allmaras model, in the first half of the airfoil’s suction side. In that region,
there is a transition delay of the boundary layer. It is for this reason that, the exper-
imental data illustrate a dip in the temperature and the heat transfer coefficient dis-
tributions in contrast to the solver’s results, in which the laminar boundary layer has
not been taken into account, meaning that T and / have been taken overestimated
values. The dip region in the experiment is followed by a sharp increase (especially
in the case of the heat transfer coefficient) indicating the boundary layer’s transition
point from laminar to turbulent. It is clear that no transition point is illustrated in
the solver’s results, given that the flow is modeled as fully turbulent along the air-
foil. Although a transition model is necessary for the correction of the results near
the leading edge, it does not seem to have any influence on the temperature distri-
bution on the back of the airfoil, where T3,,, occurs. In addition, it is obvious that
the inclusion of a transition model in the mathematical approach would lead to a
lower temperature in the laminar boundary layer’s region, approaching the values
measured in the experiment, and hence not surpassing the maximum solid temper-
ature in the trailing edge. Nevertheless, the temperature gap between the pressure
and suction side would be decreased, leading to a change in the front holes” dis-
placement, as they tend to move toward the region with the highest T°. Even in this
case, as will be deducted in the following chapters, there is no change in the value
of maximum temperature, as the contribution of the front holes’ displacement to the
minimization of T3, is negligible. Consequently, the absence of a transition model

can be tolerated in the context of the minimization of T3,...
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TABLE 3.4: Cooling holes properties for test-case 108, obtained from

[6].
no. Tc(K) riic(g/s) hc (W/m2K)
1 346.07 22.7 2119.03
2 345.70 23.9 1882.84
3 338.00 22.5 1788.90
4 338.47 23.7 1865.17
5 331.73 23.6 1854.11
6 360.85 15.9 1366.51
7  340.69 23.4 1847.80
8 358.87 7.98 2663.00
9 396.78 5.29 1942.00
10 437.39 2.89 2639.02

TABLE 3.5: Cooling holes properties for test-case 111, obtained from

[6].

no. Tc (K) mic(g/s) hc (W/m?K)
1 41581 7.71 780.32
2 41775 6.21 656.71
3 399.15 6.20 651.86
4  407.29 6.58 685.48
5 384.36 6.61 682.71
6  444.68 6.86 717.26
7 401.55 6.36 665.82
8 417.18 2.25 986.62
9 486.10 1.37 677.71
10 539.68 0.771 945.14

TABLE 3.6: Cooling holes properties for test-case 113, obtained from

[6].
no. Tc(K) rirc (g/s) he (W/mK)
1 354.02 21.3 1722.37
2 353.06 22.8 1818.10
3 34481 22.5 1793.48
4 345.42 23.8 1882.56
5 33951 24.2 1897.33
6 366.62 24.8 1954.10
7 34727 22.9 1820.60
8 365.88 7.84 2632.15
9 400.68 5.04 1870.66
10 442.16 2.57 2406.14
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TABLE 3.7: Cooling holes properties for test-case 157, obtained from

[6].

no. Tc (K) mc(g/s) hc (W/m?K)
1 35214 22.2 1779.13
2 35454 22.1 1774.26
3 34562 21.8 1749.23
4 346.72 22.8 1813.87
5 340.70 22.5 1790.73
6 366.21 22.5 1807.47
7 35148 21.6 1740.13
8 376.24 7.44 2533.36
9 406.97 4.77 1793.78
10 446.69 2.56 2402.04

TABLE 3.8: Cooling holes properties for test-case 158, obtained from

[6].

no. Tc (K) mc(g/s) hc (W/m?K)
1 358.14 16.7 1419.92
2 35937 17.4 1468.00
3 34997 14.8 1284.39
4 35151 16.5 1402.37
5 34256 17.5 1464.16
6 37185 16.5 1413.94
7 35185 16.1 1374.92
8 38596 55 2000.80
9 41322 3.49 1403.64
10 454.87 1.71 1745.60
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FIGURE 3.2: Comparison of the computed pressure distribution and
the experimental data [6], along the blade airfoil contour.
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FIGURE 3.3: Comparison of the computed temperature distribution
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4 Results

In this chapter, the results of the optimization process are presented, aiming at
minimum highest blade temperature Ts,.,, under the conditions of the 5 test-cases,
presented in table 3.3. For that to be accomplished, the location of the cooling holes,
in the interior of the blade, is to be changed. For the 2-D problem, the displacement
of the 10 holes takes place in the axial and pitch-wise directions, while their radii
remain fixed. As a result, the design variables consist of the coordinates of the hole
centers, increasing the number of them to 20 (i.e. 2 per hole). To avoid any intersec-
tion between the holes and the airfoil sides, the appropriate geometric constraints
must be defined. It is dictated that the distance between each side and the perimeter
of the holes should not exceed 30% of their radius. By maintaining the necessary
distance between the holes and the blade sides, high VT° and high thermal stresses
can be prevented. Furthermore, upper and lower bounds are imposed on the design
variables to prevent overlapping of holes. The use of the aforementioned constraints
ensures the creation of realistic geometries and the generation of valid grids in the
blade.

Considering that, during the computations, the airfoil contour remains intact,
two series of runs were performed. The difference between them lies in the choice of
the airfoil shape, used for the optimization. In the first one, the C3X baseline config-
uration was used, while in the second one, the total pressure losses-optimized con-
figurations, based on the diploma thesis of Panagiotopoulos [13], were used (pr-opt.
blades in fig. 4.1) as starting points. Panagiotopoulos has optimized the baseline ge-
ometry five times, one for each of the five operating points, aiming to minimize the
total pressure losses. It should become clear that the total pressure losses-optimized
configurations in [13] have resulted from an optimization procedure with a differ-
ent objective function and constraints. The optimized versions of the baseline airfoil
have different shapes to minimize the total pressure losses, but there is no optimiza-
tion on the thermal properties. Each of the five optimized airfoils will now be used as
starting geometries for thermal optimization, under the same conditions they have
been optimized in [13]. In that case, a two-step optimization is practically performed
by further thermally optimizing the solutions for each of the 5 test-cases. From this
point onward, the two different series of runs will be referred to as TH1 and TH2
optimization, respectively, where TH stands for thermal. For instance, using the
aforementioned nomenclature, the TH1 optimization’s solution, at the conditions of
test-case no. 108, will be described as TH1-108 optimized blade. This indicates that
the cooling holes of the new blade have been shifted to the new optimized positions.
Equivalently, the TH2-158 optimized blade will be the outcome of the two-step op-
timization under the case-158 conditions, in which both the airfoil shape (step 1,
i.e. total pressure losses-optimization) and the holes” location (step 2, i.e. thermal
optimization) have been changed.
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FIGURE 4.1: Comparison of the baseline and total pressure losses-
optimized configurations.
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4.1 THI1 Optimization

The first part of the optimization runs aims at minimizing the highest blade tem-
perature for the baseline model. During the computations, only the location of the
cooling holes can be changed. The optimized hole locations are presented in fig. 4.2.
The lower and upper bounds (given in table 3.2), imposed on the design variables,
are visualized as rectangular areas. Each center of a hole is allowed to be displaced
in its respective area. The effect of the holes’ relocation on temperature distribution
along the blade is illustrated in fig. 4.3. The length x in the horizontal axis is nor-
malized with the axial chord c. Following optimization, T, in the trailing edge,
i.e. x/c = £1, has been reduced. The holes in the front half of the blade have been
displaced toward the suction side (x/c > 0), cooling the local area and increasing
T° along the pressure side (x/c > 0). It is clear that the cooling holes have been dis-
placed toward the regions of high temperature, as shown in figs. 4.6a, 4.7a, 4.8a, 4.9a
and 4.10a. Specifically, the 2 front holes have been re-positioned near the leading
edge, while the rest are closer to the trailing edge. The fields of temperature gradi-
ent magnitude, for each case, are illustrated in figs. 4.6b, 4.7b, 4.8b, 4.9b and 4.10b.
The highest gradient is measured in the perimeter of the cooling hole no.8. The
convergence history of the highest solid temperature is plotted in fig. 4.4. It can be
concluded that the percentage change of T}, converges to ~ - 4 % for the subsonic
and ~ - 1.5 % for the transonic cases. Furthermore, the figures contain information
on the distance of the 10 hole’s center from the pressure and suction sides, normal-
ized with its radius, fig. 4.5. For all test-cases, the distance of the 10t hole’s center
from the suction and pressure side converges to ~ 1.9 and ~ 2 radii, respectively.

It can be deducted that the value of the highest blade temperature is sensitive to
the location of the 10™ cooling hole, as this hole is the nearest to the trailing edge,
where T, is attained. For instance, when contrasting figs. 4.4a and 4.5a for the
TH1-108 optimized blade, it can be seen that the sharpest changes in temperature
are related to the hole’s distance from the suction side. As the distance increases,
the hole moves toward the center of the blade, hence away from the trailing edge.
This could result in less local cooling, leading to a local temperature rise. The above
is confirmed by examining the sensitive derivatives diagram in fig. 4.11, computed
with the adjoint method. The design variable no. 19, i.e. the x-coordinate of the 10t
hole’s center has the greatest impact on the objective function Ty, .

To further support the previous hypothesis, the candidate solutions of 9, 14th,
24" and 32th optimization cycles for the test-case 108 will be presented. Figures 4.12
and 4.13 show that by moving the 10t hole away from hole no.9 (9, 24t opt. cycle),
the region between the 2 holes is exposed to high T5,,,. In contrast, positioning the
hole away from the trailing edge (14 opt. cycle), increases T, in that area, as is
already known. Consequently, to lower T, across the entire region between hole
no. 9 and the trailing edge, the optimization algorithm carefully adjusts the position
of hole no. 10.

Following the algorithm’s convergence, each of the 5 optimized solutions, was
re-evaluated at the conditions of the 4 other cases. The temperature drop is given
in table 4.1 and equals ~ 27.5 K for the subsonic cases, and ~ 10.5 K for the tran-
sonic one (case 111) from their baseline values. The best solution for each case is
highlighted in cyan, although the differences between them are not greater than ~
1 K. This can be considered to be well within the CFD code inaccuracies. Regard-
ing the total pressure losses, as can be seen in table 4.2, the difference between the
values is barely noticeable, given that the airfoil shape is the baseline one. In addi-
tion, by calculating the mean displacement of each hole for the 5 test-cases, as seen
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TABLE 4.1: Highest solid temperature T}, (K) of the baseline opti-
mized blades.

optimized blade
flow
conditions baseline 108 111 113 157 158 multi
108 649.6  620.7 620.7 620.7 - 621.4 620.7
111 709.2  698.6 698.6 698.6 698.7 698.6
113 651.1 6232 623.3 6233 6233 6232

157 691.4 664.1 664.2 664.1 665.0 664.2
158 669.6 6424 6422 642.6 6426 642.2

TABLE 4.2: Total pressure losses Ap; (Pa) of the TH1 optimized

blades.
optimized blade
flow

conditions baseline 108 111 113 157 158 multi
108 5540.5 55109 55159 5511.7 5511.2 55103 5512.1
111 123849 12388.1 12390.4 12388.4 12388.2 12388.5 12388.6
113 5490.2 5460.0 54655 5460.8 5460.5 5459.6 5461.4
157 6856.9 6821.4 6827.7 68223 68219 6820.7 68229
158 4490.3 4469.6 44732 44702 4469.8 44694 44705

in fig. 4.14, a pseudo-multipoint optimization can be accomplished. All holes, with
the exception of no. 10, have been placed on the allowed boundaries, denoted by
black lines. The performance of the new configuration (indicated as multi blade in
the aforementioned tables) is identical to that of the optimized ones.

4.2 TH2 Optimization

The outcomes of the TH2 optimization will be presented in this section. In the
previous section, the geometry optimized under the five different flow conditions
was the baseline one, based on [6]. In this section, there are five different geome-
tries, obtained from [13]. Each of them is the new version of the baseline geometry,
optimized in terms of total pressure losses, under each of the five different operat-
ing points. For instance, pr-108 airfoil is the optimized version of the baseline one
in terms of total pressure losses, under the test-case 108 conditions. As a result, the
new airfoil has a different airfoil shape from the baseline one, and slightly displaced
holes (to match the airfoil shape). Each of the airfoils will be thermally optimized
under the conditions they already have been optimized, in terms of total pressure
losses. In the above example, the pr-108 airfoil will now be thermally optimized
only under the same conditions, i.e. the 108 operating point. As a result, the TH2-
108 optimized configuration will now be optimized both in terms of total pressure
losses (optimization in [13]) and in terms of the highest solid temperature (achieved
in the present thesis).
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TABLE 4.3: Total pressure losses and highest solid temperature of the
TH2 optimized configurations at each optimization step.

Apt (Pa) Tmax (K)

flow

conditions baseline step1l step2 baseline step1 step2
108 5540.5  4296.8  4281.2 649.6 6514 6223
111 123849 10699.9 10704.3 709.2 7103  699.2
113 5490.2 42362 4216.3 651.1 6529 624.1
157 6856.9  5216.6  5193.5 691.4 693.7  665.4
158 44903  3562.3 3547.5 669.6 6709 6422

TABLE 4.4: Highest solid temperature T, (K) of the TH2 optimized

blades.
optimized blade

flow

conditions baseline 108 111 113 157 158
108 649.6 622.3 - 621.8 6215 622.1
111 709.2 700.1 699.2 699.5 700.1
113 651.1 624.7 624.1 6242 624.0
157 691.4 666.1 665.8 6654 666.0
158 669.6 6434 6423 6424 642.8 -

Figure 4.15 demonstrates that the holes have, as anticipated, been shifted toward
the high-temperature regions. The baseline and optimized airfoil shapes are differ-
ent. As presented in the convergence history diagrams (figs. 4.17 and 4.18) and the
TS, VTS fields (figs. 4.19 to 4.23), the results are in good agreement with those of the
previous section since the percentage change of T, equals ~ - 4 % for the subsonic
test-cases and ~ - 1.5 % for the transonic one. With the exception of the transonic
case, there is a slight reduction in the 10th hole center distance from the blade sides,
compared to the TH1 optimization. The aforementioned are fully justified, as the
trailing edge thickness has been reduced after the pressure losses optimization in all
cases, except for case 111, where there have been minimal geometry changes. Addi-
tionally, as shown in figs. 4.24 to 4.28, the flow velocity in the passage throat region
has been reduced, decreasing the total pressure losses. For subsonic cases, a weak
shock wave occurs at x/c ~ 0.6 of the suction side.

The values of the total pressure drop and highest temperature are given in ta-
ble 4.3, for each step of the optimization process. At the end of the computations,
the highest temperature drop is ~ 27 K for the subsonic cases and ~ 10 K for the tran-
sonic one. The total pressure percentage drop ranges from ~ 21% to ~ 24% for the
subsonic cases and is equal to ~ 13.5% for the test-case 111. As shown in tables 4.4
and 4.5, when tested under various conditions, each optimized configuration yields
a comparable T},

The first optimization [13] was carried out, with changes in the inlet flow capacity
and flow exit angle constrained to 0.1% from their baseline values in table 4.6. The
inlet capacity is slightly higher after step 2 (table 4.7), while for the majority of re-
evaluations, the exit angle condition is met (table 4.8). The violations mainly relate
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FIGURE 4.21: Temperature and temperature gradient magnitude dis-
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blade.
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FIGURE 4.26: Mach distribution of the baseline and TH2 optimized
blade.
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FIGURE 4.27: Mach distribution of the baseline and TH2 optimized
blade.
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FIGURE 4.28: Mach distribution of the baseline and TH2 optimized
blade.
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TABLE 4.5: Total pressure losses Ap; (Pa) of the TH2 optimized

blades.
optimized blade

flow

conditions baseline 108 111 113 157 158
108 5540.5 42812 55463  4267.0 [NA24BIEN 4362.1
111 123849 136449 [JIOZ048N 140029 142959 12684.8
113 5490.2 42475 54928  4216.3 4332.9
157 6856.9  5299.8 68755  5260.6 5406.6

158 44903 [JB5IOM 45056 35704 35872 35475
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TABLE 4.6: Inlet flow capacity ri1] and flow exit angle a; of the base-
line test-cases.

108 111 113 157 158

iy -10°  6.7053257  6.7597963  6.6941078  6.6961264  6.7105246
ap (rad) -1.2755952 -1.2691205 -1.275526 -1.2755307 -1.2756093

TABLE 4.7: Inlet flow capacity percentage change % of the TH2 opti-
mized blades.

optimized blade

flow
conditions 108 111 113 157 158

108 0.1227 0.3498 0.1185 0.1154 0.0956
111 3.4615 0.1051 3.5051 3.6688 2.9503
113 0.1059 0.3578 0.1116 0.1117 0.0666
157 0.1184 0.3566 0.1238 0.1253 0.0753
158 0.1278 0.3344 0.1232 0.1222 0.1147

to the performance of the TH2-111 optimized blade.

4.3 Additional Parametric Studies

After the main optimization procedures had been completed, an additional set of
runs was performed to test different approaches to the CHT problem. First, compu-
tations on pressure losses-optimized test-cases 111 and 158 were conducted, keeping
either the 4 front (no. 1, 2, 3, 4) or the 3 last (no. 8, 9, 10) cooling holes intact, as illus-
trated in fig. 4.29. It can be deduced (fig. 4.31) that the front holes displacement only
contributes by ~ 0.3% and ~ 0.15% to the Tihax percentage change for the subsonic
and transonic cases respectively (or a maximum temperature drop of ~ -2 K and ~
- 1 K). In accordance with fig. 4.30, the displacement of the front holes reduces T°
locally but has no impact on T, at the trailing edge. Figures 4.33 to 4.36 further
validate that the temperature field in the trailing edge has not been affected by the
front holes displacement.

TABLE 4.8: Exit flow angle (rad) of the TH2 optimized blades.

optimized blade
flow
conditions 108 111 113 157 158
108 -1.2768 -1.2745 -1.2768 -1.2769 -1.2768
111 -1.2571 -1.2703 -1.2565 -1.2557 -1.2597
113 -1.2767 -1.2745 -1.2768 -1.2769 -1.2768
157 -1.2767 -1.2744 -1.2767 -1.2768 -1.2767

158 -1.2768 -1.2746 -1.2767 -1.2767 -1.2768
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FIGURE 4.29: Comparison of the baseline and opt-TH2 configura-
tions.
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FIGURE 4.30: Comparison of the baseline and TH2 optimized tem-
perature distribution along the blade airfoil contour (fixed holes
runs).
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FIGURE 4.31: Convergence history of highest solid temperature for
the TH2 optimization.
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FIGURE 4.33: Temperature and temperature gradient magnitude dis-
tributions of the baseline (left) and TH2-111 optimized (right) blade
(3 back holes fixed).
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FIGURE 4.34: Temperature and temperature gradient magnitude dis-
tributions of the baseline (left) and TH2-111 optimized (right) blade
(4 front holes fixed).
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FIGURE 4.35: Temperature and temperature gradient magnitude dis-
tributions of the baseline (left) and TH2-158 optimized (right) blade
(3 back holes fixed).
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FIGURE 4.36: Temperature and temperature gradient magnitude dis-
tributions of the baseline (left) and TH2-158 optimized (right) blade
(4 front holes fixed).
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FIGURE 4.37: Comparison of the opt-TH2 and opt-TH3 configura-
tions.

In addition, the TH2 optimized 111 and 158 cases were further optimized, set-
ting a new vector of design variables to include only the coordinates of the 3 back
holes. These holes were chosen as they are closer to the area of interest, where the
highest temperature occurs. They are allowed to move within their respective areas,
defined by the displacements in table 3.2, starting from their TH2 optimized posi-
tions, except that their x displacement is not allowed to be negative, i.e. they are
only allowed to move closer to the trailing edge, as illustrated in fig. 4.37. In addi-
tion, the upper bound of hole no. 10 is not defined as a displacement but is kept as
the maximum x coordinate bound corresponding to the TH2 optimization, to avoid
any interaction with the trailing edge. The new candidate solutions will be referred
to as TH3 optimized blades, as they have been optimized thrice. In this way, T, is
expected to be further reduced, as the holes are allowed to move closer to the trailing
edge without being constrained from the bounds of the previous optimization. As
can be seen in fig. 4.39, it is clear that the temperature has changed by ~ —1.4% for
the 111 and ~ —3% for the 158 test-case, with small modifications in the holes’ loca-
tion, along the y direction. These percentages are equivalent to temperature drops
from 699.2 to 689.8 K and from 642.2 to 622.9 K, respectively. In contrast, TS has been
increased between hole no. 7 and 8 (figs. 4.41 and 4.42) since hole no. 8 is shifted
near the trailing edge, yet has not surpassed the maximum value. It is evident that
with the displacement of the 3 last holes toward the trailing edge, the temperature
tield tends to be uniform with a lower maximum value in this region.

Finally, an optimization run was performed on total pressure losses-optimized
case 108, reducing the total number of cooling holes from 10 to 9. Figure 4.43a illus-
trates the initial geometry used for the TH2 optimization, without hole no. 3. The
displacement area of hole no. 4 has now been extended to include the space left by
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FIGURE 4.38: Comparison of the TH2 optimized and TH3 optimized
temperature distribution along the blade airfoil contour.
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FIGURE 4.39: Convergence history of highest solid temperature for
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tributions of the TH2-111 and TH3-111 optimized (right) blade.
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FIGURE 4.42: Temperature and temperature gradient magnitude dis-
tributions of the TH2-158 and TH3-158 optimized (right) blade.
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hole no. 3. There is a T, drop equal to ~ —4%, although T® increases up to the
maximum value in the front half of the suction side, based on figs. 4.43d and 4.44.
The above analysis highlights the importance of the front holes, as they may not im-
pact the T, of the trailing edge, yet they cool down the front part of the airfoil,
meaning that by removing them, there is a high risk of rising T° to the levels of the
maximum value in the region, where they are located.
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tributions of the pr-108 and TH3-108 optimized (right) blade.
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5 Conclusions

This chapter presents the findings of the whole study, along with important ob-
servations and future suggestions.

Except for the first half of the blade’s suction side, where an overestimation of
TS and h® is observed, the results for the primal problem are in good agreement
with the experimental data of the C3X turbine blade in the remaining airfoil
contour. The lack of a transition model, given that the adjoint equations should
be formulated from scratch, leads to a poor prediction in that region. This is
soon to be resolved as the inclusion of the v — Rey transition model into the
continuous adjoint method is already under development at the PCOpt.

The optimization procedure, involving the initial constraints, converges to a
T3 .y drop equal to ~ 4% for the subsonic cases and ~ 1.5% for the transonic
one. Using the total pressure losses-optimized airfoils as the starting geometry,
the results give a slightly higher T3, (by ~ 1K) from the baseline geometry.

ax

The key factor for the aerothermal optimization of the airfoil is the displace-
ment of channel no. 10 (the one closest to the trailing edge) along the x di-
rection. The front channels have almost no impact on the minimization of the

objective function T3,

A second displacement toward the trailing of the 3 back channels, compared to
their optimized positions, leads to an additional ~ 3% and ~ 1.4% Ts,, drop
(for the subsonic and transonic cases respectively). It seems that a dynamic
constraint needs to be developed in the future, by computing the distance be-
tween them and the airfoil sides and updating the constraints at the end of
each optimization cycle.

Removal of a cooling channel, even one away from the trailing edge, can lead
to higher T° in the region, at risk of getting close to the maximum value. Any
modifications of the cooling channels” number should be carefully executed,
by updating the constraints of the adjacent channels to cover the free space left
behind from those removed.
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