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The aim of this Diploma Thesis is the application of aerodynamic analysis and
optimization tools to the design of a racing underfloor for the DrivAer car model. The
underfloor modifications were made in accordance to the Le Mans Grand Touring Endurance
regulations, that limit, among others, the underfloor geometry. The goal was to increase the
downforce. Although the DrivAer model does not suit for direct use in motorsport, it was
chosen for this analysis since it is a very refined, available car geometry and very few studies
for the increase of downforce have been performed on this model. An additional objective is
to investigate whether a simple passenger vehicle is able to satisfy motorsport requirements
was desirable.

Initially, the new underfloor geometry was designed using in a CAD software. The
underfloor was designed in concordance with the original geometry, following existing curves
on the surface of the DrivAer model. A flat front splitter and a finless rear diffuser were added
to the model, along with a flat underfloor.

Since the CAD software failed to recognise the merging points of the discrete parts
that create the total vehicle geometry, the exported total model was not continuous, having
non-manifold edges. A covering of the non manifold edges was attempted using in various
ways, however the geometry was far too complex and non-manageable. The adopted
solution was the import of the original geometry parts in the mesh generation software, along
with a part containing solely the new underfloor, so that the recognition of the merging points
was done by the more accurate mesh generator.
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After the geometry had been inserted in the mesh generation software, the mesh was
generated using primarily the snappyHexMesh tool in the OpenFOAM environment. Two
refinement spaces were defined, one solely for the vehicle geometry and one for both the
vehicle geometry and the vehicle wake. The space in close proximity to the road was also
refined. The resulting unstructured mesh was comprised of approximately 5 million cells for
the half of the vehicle, profiting from the symmetry of the case.

After the mesh generation, the air flow around the vehicle was simulated. The
algorithm chosen for this simulation is the SIMPLE, in the OpenFOAM environment. The
turbulence model selected was the Spalart—Allmaras. The wheels were non rotating, and the
Reynolds number was 6.7 million. In order to compare the results with the performance of the
original geometry, the original DrivAer model was also aerodynamically simulated for the same
conditions. In this Diploma Thesis, the results of the modified DrivAer simulations are
presented, along with comparisons with the original DrivAer.

In addition, the continuous adjoint problem was solved, in order to compute the
sensitivity derivatives of the objective function, that is the downforce, again in the OpenFOAM
environment. The sensitivity derivatives are presented the sensitivity map on the vehicle
surface, which indicates possible modifications of the surface to improve the objective
function. The adjoint optimization software incorporated in OpenFOAM was developed by the
PCOpt Unit of the NTUA.

With the information of the sensitivity map, the geometry of the underfloor was
parameterized using volumetric b-splines and was modified accordingly. It is noted that here,
the sensitivity derivatives are computed with respect to the displacement of each control
point of the volumetric b-splines. The software for the optimization was also developed by the
PCOpt Unit of the NTUA.

Results the original and modified geometries are compared. The proposed
modifications improved the aerodynamic performance of the vehicle, with a relatively slight
further improvement coming from the adjoint-based optimization loop.
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2TOXOC TNG OIMAWPATIKAG epyaociac epyaciag eival n edpapuoyr epyoreiwv
aepoduvapikne avaivong, oxedlaouol Kal BeAtiotoroinong otov oxedlaopd evoc
AYWVIOTIKOU TIATWHATOG YIA TO POVTEAO QUTOKIVATOUL DrivAer. Ot OAQYEG OTO TTIATWHA EYIvaV
obudwva pe Toug kavoviopoLs Le Mans Grand Touring Endurance, mou oplo8etolv, petagl
AA\Wv, KAl TN YeWUETpIa TOL MATWHATOC. 2TOXOC €ival n avénon Tnc KAabetncg
agPOdLVAPIKNG dLVaUNG TIOL dNUIoLPYETAL Ard TO CWPA ToL oxXAUATOG. Napd To yeyovog
nMw¢ TO povtéAo DrivAer dev evoeikvutal yia arl’ eubBeiac xpron oTov PNXAvokivnto
AOANTIOPO, €MIAEXONKE ylIa TNV v AOyw QvAALCON KOBWG TPEOKETAl Yl pia eEQpeTika
AeTtTOpEPN SIABECIUN YEWUETPIA AUTOKIVITOU OTNV OTIOIA €XOLV YiVEL EAAXIOTEC HEAETEC YA
TV avénon TG kABetng duvaung. Emiong, NTav emBbuuntr) N €€€TA0N TOL KATA TOCO €va
armAo emPaTnyd OxNUa dovatal va ANPOIL AYWVIOTIKES TIPOSIAYPADEC.

APXIKG, SnUIoLEYNBNKE N VEA YEWMETPIA TOL TIATWHATOC o€ Aoylopikd CAD. To
MATWPA SNUIOLPYNBNKE OE CLPPWVIA PE TNV APXIKI YEWPETPIA AKOAOLBWVTAC LTTAPXOVOEC
KOUTIDAEC OTO PoVTEAO DrivAer, TO omoio arnoTteleital and apxeia eMPAVEIOKNC YEWUETPIOG.
2TO POVTEANO TIPOOTEBNKAV €vag eumpog eminedog splitter, evag Siixutng oTo TTow PEPOCG
Kal €va TeAeiwg etimedo (MANV TNG TEPIOXNC Tou SlaxVTN) MATWUA.

Kabwce 10 Aoyiopikd CAD dev avayvwplle Ta onueia emadpng peta&d twv dlapopwv
TUNUATWY TIOL AMAETICOLV TN CUVOAIKI] YEWUETPIA TOU AUTOKIVATOU, TO €€ayouevo amd TO
Aoylopikd CAD OUVOAKO POVTEAO Oev NTAV OULVEXEC, ANG eixe omég. Eyive amnodmepa
KAALPNG Twv onwv pe TN BonBela Twv Aoyliopikwy MeshlLab kal Blender, aAA& n yewpeTpia
NTav ULMEPBOAIKA TEPITTAOKN Kal pn-Oaxepiown. H Abon mou uloBetBnke NTAv va
€loaxbolv OTOV TAEYUATOTIOINTH TA TIPWTOTLTA TUAUATA TOU POVTEAOU, padl pe eva VEOo
apxeio Tou TEPlEixe poOVo TIC veeg SIOPOPPWOEIS, ETOL WOTE va Avayvwpioel o

MAEYPATOTIOINTAG TA onpeia emadng peTa&d Twv dSladopwyV TUNUATWV.
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>Tn OLVEXELQ, SNUIOLPYNBNKE TO TAEYUA, KLPIWG pe To epyaleio snappyHexMesh oto
OpenFOAM. AnuiovpynBnkav ertiong V0 TEPIOXEC ALENUEVNCG AVAALONG TIAEYUATOC, pia
pUOVO VIO TN YEWMETPIA TOL OXNUATOC KAl pia yla TN yEWUETPIA TOL OXAUATOC padl pe Tov
opoppou. Ermiong, dnuiovpynBnke meploxr avénuéevne avaiuong mAnciov tou dpodpou. To
TEAKO pPN-60uNuUEVO TIAEYUA aroTeAeiTal and Tepinmov 5 ekatopudpia KEAA yia TO HUIcL
OXNUA PIaG Kal, AOyw CLUPETPIOC, TO MAEYPa dnuloupyndnke yopw ard Tto Se&l AUIcL Tou
OXNUATog.

MeTd Tn dnuIoLPYyia TOL TIAEYUATOG, TIPOCOUOIWBNKE N AEPOOLVAUIKY PO YUPW aTtd
TO OXNuUA. O aAyOPIBUOC TIOL ETTAEXONKE yla TNV eTtilvon eival o SIMPLE oto mepiBaiAov
OpenFOAM. Q¢ povTteAo TUPPNCS ertAeEXBNKe To Spalart-Allmaras. EriA&ExBnke ol Tpoxoi kat o
OpouoC va eival akivntol, kat 0 aplBpoc Reynolds tng pong eival 6.7 exkatoppupla. Ma
AOYOLC OUYKPIONG, TIPOCOPOIWBNKE Kal N OEXIKA yewpeTpia tou DrivAer. 2Tnv epyacia
apovolalovTal TA ATIOTEAECUATA TNG TIPOCOPOIWONG AUTHC KABWCS Kal N oLYKPION TOUG Pe
TNV TIPOCOUoIWGCN ToL ApPXIkoL DrivAer.

Erunpoobeta, emAvBnkav ot ouluyeic e€§lowoelg PONG TPOG UTIOAOYIOMO TwV
Mopaywywyv euaicbnoiag TG QVTIKEWWEVIKAG ouvapTnong, 6nAadn TG kABetng dLvaung,
Eava oe mepBarov OpenFOAM. Or mapdywyol evaicbnoiag onuioupyoly Tov XApTn
gualcbnoiag otV erudavela TOU AUTOKIVITOU, O OTIOI0G ULTOSEIKVUEL TIG TIPETIOVOEG
HUETAKIVACEIC TNC e€rudAvelac yia BeATiwon TG TWNG TNC QVTIKEWEVIKAG cuvApTnong. To
AOYIOUIKO TNG PBeATIoTOroiNoNG HPe TN ouvexn ouluyry pEBOSO OTo TEPIBAAOV TOU
OpenFOAM avarttuxBnke otn MIMYP&B touv EMIT.

Me Tnv mAnpogopia Tou XAPTN evaAICBNOIAg, TPEOTIOTIONBNKE N YEWMPETPIA TOU
MATWHATOS, adoL TIPWTA TIEPLYPAPNKE TIAPAUETPIKA PE XPNON OYKOUETPIKWY KAUTIVAWY b-
splines. 2nuelwvetal Twe €dbw, O XAPTNG €evaloBNoiag LTIOAOYIOBNKE ouLvapTNoEl TNG
UETATOTIONG TWV ONUEiwV EAEYXOL TwV b-splines Tou TNV TTAPAPETPOTIOIOLY. TO AOYIOUIKO
IOV TPOTIOTOLEL TNV YeWPETPIa avartuxdnke kat autd otn MIMTYP&B touv EMIT.

Ta amoTeAEéoPaTa CLYKPIBNKAV e TNV QPXIKI Kal TPOoTomnoinuévn yewpetpia. Ot
HUETATPOTIEC OTO TIATWUA BEATIWoAV TNV AgPOSLVAUIKI ArtGOOCN TOL OXAPATOC, YE ETUMAEOV
HIKOOTEPEC PBEATIWOEIC VA ATIOPPEOLY ATIO TN BEATIOTOTIONCH TOUC PECW TNG OLVEXOUC
ouluyoug pebddoU.
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1. Introduction

1.1.The Front Splitter And The Rear Diffuser In Motorsport
1.1.1. A General Brief Introduction

In motorsports, the winner is in general determined on the shorter race time in the race
classification. In order to achieve higher speeds, racing car engineers design the vehicles with maximum
grip in mind. Apart from increasing the so-called mechanical grip, which is primarily resultant from the
suspension and chassis characteristics, the grip is also increased by increasing the aerodynamic grip.
Engineers design the vehicle bodywork aerodynamically, with the main aims of minimising the drag and
maximising the downforce. The downforce pushes the vehicle towards the road, improving tyre grip. This
lessens the risk of wheel spin at high speeds and raises cornering speeds, resulting in overall shorter lap
times. Two aerodynamic components that are often used are the splitter at the front and the diffuser at the
rear.

These two components will be incorporated to the original car geometry and will be optimized. In
figure 1.1, the original geometry with the aerodynamic additions is depicted.

Figure 1.1: The assembly of original geometry and the aerodynamic additions modlifications,
resulting to the modified geometry.
Page 1 from 91



1.1.2. Front Splitter

Front splitters are aerodynamic components that primarily create front-end downforce and balance
the front-to-rear distribution of downforce. The splitter is typically found at the front of a race car, appearing
as a flat extension to the very bottom of the front bumper. This splitter extends out, mostly parallel to the
ground. While it is attached to the bottom of the front bumper it may also be supported by two or more
support rods at some distance forward of the bumper mounting points. These support rods ensure minimal
or regulated deformation to the splitter under high aerodynamic loads.’

In figure 1.2 an explanation of the splitter function is given.

—/-t-ﬂ "

\
High pressure zone () ,yl
{

———

Fast flowing low pressure air

Figure 1.2: Airflow in the front of a car without a splitter (top) and with a splitter (bottom).?
The splitter serves the following main purposes:

* Increases downforce, by stagnating airflow on the top and accelerating air flow from below,
increasing the difference in static pressure between its top and bottom surfaces, yielding an
overall pressure effect of downforce,

* Balances the front-to-rear downforce distribution, since the downforce effect of the splitter is
significant compared to the rear wing,3

* Regulates the amount of underfloor airflow, according to underfloor brake cooling ducts, power
unit cooling ducts and rear diffuser specifications.
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1.1.3. Rear Diffuser

The rear diffuser is also used to increase underfloor downforce. The main aim of the diffuser is to
allow more air to flow at a greater velocity under the vehicle. The diffuser itself does not function in the
same way a racing car wing does, nor in the way a diffuser does in a closed duct.*

The diffuser itself decelerates the airflow inside itself. However, if it is designed appropriately, it
ensures a smooth mixing with the airflow around the rest of the vehicle. This results in reduced flow losses,
allowing a greater overall airflow rate through the underbody. By increasing the underbody flow velocity, the
static pressure decreases, increasing overall downforce created by the vehicle. This is the basic function of
a diffuser as explained schematically in figure 1.3.

Rapid flow in the
throat of the diffuser ambient velocity
produces low pressure

Figure 1.3: Airflow at the rear of a car with a diffuser.®

The rear diffuser may also direct airflow upwards at its tip. This means that the equal and opposite
force effect of the airflow to the diffuser results in additional downward force. This is often described with
the term “underbody upsweep”.b

In addition, the rear diffuser creates longitudinal vortices in the airflow. These vortices assist in
channelling high energy airflow from around the side of the vehicle to the diffuser, allowing for more airflow
rate and, thus, greater downforce.
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1.2.The Adjoint Method In Optimization

The adjoint method was firstly used in control theory and it is used in optimization in a plethora of
phenomena that are governed by partial differential equations.” In this case, the air flow, which is governed
by the Navier—Stokes equations and a turbulence model. The adjoint method is a mathematical
computational tool for computing the sensitivity derivatives of an objective function with respect to the
design variables of a model. These derivatives can be utilized in a gradient based optimization method.

The adjoint method is divided into two major subcategories, the discrete and the continuous. In the
discrete adjoint method, the objective function and the state equations are firstly linearized and discretized
and then, from the discretized equations, the adjoint equations emerge. In the discrete adjoint method the
resulting adjoint equations are directly in matrix form and are able to be solved numerically. In the
continuous adjoint method, the adjoint equations are firstly expressed mathematically using the continuous
state equations. The adjoint equations are in the partial differential equations form. They are then discretized
and solved numerically.

The adjoint equations are derived by adding the volume integral of the product of the adjoint
variables with the state equations to the objective function. By formulating and using the Green—Gauss
theorem, the final expression of the adjoint flow equations and the boundary conditions are determined.

The state equations are often called primal equations. Their solution is often expressed as the
“primal problem”, while the solution of the adjoint equation is often called the “adjoint problem”.

The main advantage of the adjoint method is its low computational cost. Due to the nature of its
equations and the procedure of their formulation, the computational cost of the adjoint method is
independent to the number of design variables. This enables the optimization of complex geometries
described parametrically using parametric analytic geometries such as volumetric b-splines and Bézier
surfaces. The time required for the solution of the adjoint equations is about the same to the time required
for the solution of the primal equations. The total time required for the computation of the sensitivity
derivatives is primarily the time needed to solve the primal and the adjoint problems.

On the other hand, the main disadvantage of the continuous adjoint method is the extra time and
effort required to reform the adjoint problem for new objective functions. The new resulting equations have
to be discretized and programmed for numerical solution. In a multi-objective optimization case, the total
time required for the computation of the sensitivity derivatives is primarily the time needed to solve the
primal and, in most cases, each of the adjoint problems.

In comparison with the direct differentiation method, the adjoint method is superior in cases with
more design variables than objectives but inferior in cares with more objectives that design variables. The
engineer is called to evaluate and decide on the optimization tools according to each case characteristics.
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1.3.The OpenFOAM Software

OpenFOAM is an open source CFD software. OpenFOAM was created by Henry Weller in 1989
under the name “FOAM” and was released open source as “OpenFOAM” by Henry Weller, Chris
Greenshields and Mattijs Janssens in December 2004.8 It has a large user base across most areas of
engineering and science, from both commercial and academic organizations. It has numerous tools and
features for simulating cases in many scientific fields.? In this Thesis, the tools used for mesh generation
and for simulation of steady incompressible turbulent air flows are used, along with the tools for the
continuous adjoint simulation and free form deformation using volumetric b-splines, both developed by the
PCOpt Unit of the NTUA.

OpenFOAM is wholly programmed in C++. In combination with the fact that it is an open source
software, users are potentially able to develop additional tools for their respective needs and their demands,
in order to satisfy certain specifications. Additionally, it is also relatively easy for the independently
developed tools to be distributed and utilized by others with similar demands or to be developed further by
other researchers.

Such an example of third party developed tools are the continuous adjoint tools and free form
deformation tools used in this thesis, both developed by the PCOpt Unit of the NTUA.

The aid in development by independent users has accelerated the overall development of the
software and its is generally technologically equivalent to commercial alternatives, while at the same time it
is free to use.'® Another consequence of the open source attribute is the large OpenFOAM user community,
which has created many useful threads in forums, enabling quick solution findings to most common
problems.
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1.4.Aim & Structure Of This Diploma Thesis

The main aim of this Diploma Thesis is the shape optimization of racing underfloor modifications on
the DrivAer passenger car model. This is achieved via the solution of the primal problem, the continuous
adjoint problem and by implementing a free form deformation method on the vehicle geometry. The
optimization aim is downforce maximization. The continuous adjoint method is utilized to compute the
sensitivity derivatives, through which a next solution closer to the optimal is indicated. This repeats on each
cycle, allowing to eventually reach or approximate the optimum.

The structure of the Diploma Thesis is as follows:

In chapter 2, the original DrivAer model and the relative parts of the LMGTE regulations and the
modified DrivAer vehicle geometry are presented.

In chapter 3, the mesh generation procedure is explained and presented.

In chapter 4, the primal problem is described: its flow equations, the turbulence model
equations and the boundary conditions. The results from the simulation of the modified vehicle
as well as the original DrivAer is presented.

In chapter 5, the adjoint problem is described: its partial differential equations and the
boundary conditions. The results from the simulation of the modified vehicle are presented,
along with the sensitivity map on the surface of the vehicle. This is a single step in the whole
optimization process.

In chapter 6, a free form deformation method is presented, using volumetric b-splines in order
to parameterize and modify parts of the vehicle geometry. The results of the full optimization
procedure are presented.

In chapter 7, a summation is done, the conclusions of this Diploma Thesis are expressed and
suggestions for future work are made.
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2. Vehicle Model

2.1.DrivAer Model

The DrivAer vehicle model is a realistic generic car geometry proposed by the TUM, Audi AG and
BMW Group. The geometry is based upon two medium-sized passenger cars, the third generation Audi A4
(B7) and the fifth generation BMW 3 Series (E90). The purpose of this model is to popularize a realistic
passenger car geometry for computer simulations.! In figure 2.1, the side view of the geometry of a BMW
E90 3 Series coupé and an Audi B7 A4 saloon is shown individually and combined.

-~ — 4 / \\\T::.i~a
3>\

1 587 || —F
AV

Figure 2.1: Side view of the geometries of the individual vehicles and a combined view, which
is the base for the DrivAer geometry. On top is the coupé version of the EQ0 BMW 3 Series,
on the bottom is the saloon version of the B7 Audi A4 and in the middle is a combined
view. 12

The DrivAer geometry is modular. The main body is common for all configurations. There are
multiple choices for the body type, regarding the roof line, where saloon, estate and fastback configurations
are available. There are also two versions of the underfloor, a smooth and a detailed one. Additionally, here

is the option to include wheels and wing mirrors. In figures 2.2 to 2.5, different alternatives for the
configurations are shown.
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Figure 2.2: The alternatives for the roof line. Top to bottom: Fastback [F], Saloon (Notchback)
[N] and Estate Back [E].

D

Figure 2.3: The alternatives for the underfloor: Top to bottom: Detailed [D] and Smooth [S].
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Figure 2.4: The alternatives for the wing mirrors. Top to bottom: With mirrors [wM] and
Without mirrors [woM]J.

Figure 2.5: The alternatives for the wheels. Top to bottom: With wheels [wW] and Without
wheels [woW].

The configuration used in this Diploma Thesis is a fastback with smooth underfloor, with closed
wheels and mirrors.
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2.2.Le Mans Grand Touring Endurance Cars

2.2.1. In General

The Le Mans Grand Touring Endurance (LMGTE) is a category of race cars in the FIA World
Endurance Championship (WEC), racing alongside LMP1 and LMP2 (Le Mans Prototype 1 and 2,
respectively). The cars are racing versions of road legal production models, available for public purchase by
an Endurance Committee recognized dealer network. The category is split into two distinct sub-categories,
the LMGTE Pro and the LMGTE Am, designed for professional and amateur racing drivers, respectively.

The vehicles are two door, 2 or 2+2 seats, open or closed cars. The engine capacity is limited to 5.5
litres and 4.0 litres for naturally aspirated and forced induction power units, respectively. The minimum dry
weight of the cars is 1245 kg, subject to Balance of Performance alterations.!® Further technical regulations
are described in the official technical regulations document.

The cars are heavily modified from their road legal versions, sharing few to no parts. However, the
design of the original vehicle is dominant and the respective road legal model is easily recognizable.

The models that are competed in 2019 24 hours of Le Mans, the second round of the 2019
championship, in the LMGTE categories are:

* Aston Martin Vantage,

* Aston Martin Vantage AMR,
* BMW M8 GTE,

* Chevrolet Corvette C7.R,

» Ferrari 488 GTE,

* Ferrari 488 GTE EVO,

* Ford GT,

* Porsche 911 RSR.14 15

The winners of the 2019 Le Mans was the Ferrari 488 GTE EVO in the LMGTE Pro class and the
Porsche 911 RSR in the LMGTE Am class. 17

Among these vehicles, different design solutions have been implemented regarding the front splitter
and the rear diffuser. These solutions are presented in the next sections.
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In figure 2.6 an LMP1, an LMP2, an LMGTE Pro and an LMGTE Am car renders are shown.

Figure 2.6: Top to bottom: An LMP1 car (Toyota TS050), an LMP2 car (Oreca 07), an LMGTE
Pro car (Porsche 911 RSR) and an LMGTE Am car (Ferrari 488), all subjected to the 2017
technical regulations. Images not to scale.
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2.2.2. Front Splitter

According to the 2019 technical regulations, the front splitter must be included in a free volume
named V4. This free volume allows for a maximum front overhang of 1150 mm and a maximum protrusion
from the vehicle front bumper of 100 mm. The volume is also bounded at the bottom by a horizontal plane
at the lowest height of the bodywork (also named as reference surface) and by a horizontal plane 150 mm
above it.

The original description by the regulations is as follows:

Main front aerodynamic device (Splitter)

One lower aerodynamic device may be added within Volume V4.

Material: Composite permitted.

Dimensions: Its overall length must not exceed 1150 mm, measured from the front axle centreline. Its
overall width must not be greater than that of the front fenders.

Maximum protrusion from the perimeter of the original bodywork (def7): 100 mm.

Shape: Wing profile forbidden.

Continuous lower and upper surfaces. (through-flow air openings not permitteqd)

Leading and side edges radius = 5 mm minimum.

Le Mans aerodynamic Kit:

The shape of the lower surface of the homologated device may be modified by the addition of in-fill
parts.

In figure 2.7 the schematic from the regulations explaining the volume V4 is shown.

100

1, Splitter Free Volume

Front axle
CL

Frontbumper
vertical projection

Figure 2.7: The free volume V4 concerning the front splitter, as in the 2019 Technical
Regulations For Grand Touring Cars. The volume position is explained in the left picture, with
the front of the car facing to the left and with yellow lines representing the outlines of the
wheels. The maximum protrusion is explained in the top right corner and the maximum height
in the bottom right corner.
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The solutions implemented on current race cars is either a flat or a curved splitter. The curved
splitter is raised towards the centreline of the car. In figure 2.8 different front splitter solutions are shown.

RaceTumisCarvetto com

EEB @ /.

b srcwmcsw

Oy.p-_...: E ¢

Figure 2.8: Different solutions for the front splitter. A flat splinter on the Chevrolet Corvette
C7.R'8 (top) and a curved splitter on the Ferrari 488 GTE EVO'? (bottom).

It is expected that the optimization results will modify the splitter into a solution resembling one of
the above.
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2.2.3. Rear Diffuser

According to the 2019 technical regulations, the rear must be included in a free volume named V7.
This free volume allows for a maximum rear overhang of 1050 mm and a maximum protrusion from the
vehicle rear bumper (dictated by a reference free volume named V5) of 100 mm. The volume is also
bounded at the bottom by the reference surface and by a horizontal plane at 260 mm above it.
The original description by the regulations is as follows:
Rear diffuser
One lower aerodynamic device may be added within Volume V7.
Material: Composite permitted.
Dimensions: The overall length must not exceed 1050 mm, measured from the rear axle centreline.
At the car longitudinal centreline, the protrusion from the perimeter of the bodywork situated above
Volume V5 must not be greater than 100 mm.
Shape: Wing profile forbidden.
The leading edge must be on the Reference Surface.
Eins: Permitted.
In figure 2.9 the schematic from the regulations explaining the volume V7 is shown.

Rear axle ctrl

3. Diffuser Free Volume

Rear bumper
vertical projection

- g

Figure 2.9: The free volume V7 concerning the rear diffuser, as in the 2019 Technical
Regulations For Grand Touring Cars. The volume position is explained in the left picture, with
the front of the car facing to the left and with yellow lines representing the outlines of the
wheels. The maximum protrusion and maximum width are explained in the top right corner
and the maximum height in the bottom right corner.?°
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There are also multiple solutions implemented for the rear diffuser. The rear diffuser perimeter, in a
vertical transverse section may have rectangular shape, stepped rectangular shape or a free symmetrical
curve. The rear diffuser may also have vertical longitudinal fins. The design of the BMW M8 GTE’s diffuser is
particularly interesting, since it is the only solution with open sidewalls. In figure 2.10, different solutions for
the rear diffuser are shown.

MARTIN RACING

PORSCHE DESIGN

TIMERPIECES

—
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4

Figure 2.10: Top to bottom: Different solutions for the rear diffuser. A rectangular diffuser on
the Aston Martin Vantage?’, a stepped rectangular diffuser on the Porsche 911 RSR?? and a
curved diffuser on the Ford GT?3. The diffuser of the BMW M8 GTE?#4, which has open
sidewalls is also shown at the very bottom.

Again, it is expected that the optimization results will modify the rear diffuser into a solution
resembling one of the above.
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2.3. Modified DrivAer Model

The modified DrivAer model was created by adding and modifying the original DrivAer geometry as
distributed by the Technical University of Munich into a Computer Aided Design (CAD) software. The CAD
software used was SolidWorks by Dassault Systéemes (using the license of the School of Mechanical
Engineering of the NTUA). All added geometry was created in full accordance to the technical regulations.
However, it must be stated that the original DrivAer model does not comply with all technical regulations,
since it was not designed for the FIA World Endurance Championship. It is also noted that the aerodynamic
additions were created solely by the writer of this Thesis.

A simple, flat splitter was chosen and a stepped rectangular design without fins for the diffuser was
implemented. Furthermore, a flat underfloor was created under most of the body and around the diffuser.
This geometry will be inserted in the optimization software and it will be compared with the results.

The exported model format was stl (stereolithography).

In figures 2.11 to 2.15, renders of the modified DrivAer geometry are shown.

Figure 2.11: Front 3/4 view of the modified DrivAer model. With blue colour is depicted the
original body geometry, with green is the floor additions and with grey are the wheels.
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Figure 2.12: Rear 3/4 high elevation view of the modified DrivAer model. With blue colour is
depicted the original body geometry, with green is the floor additions and with grey are the
wheels.

Figure 2.13: Rear 3/4 low elevation view of the modified DrivAer model. With blue colour is
depicted the original body geometry, with green is the floor additions and with grey are the
wheels.
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Figure 2.14: Front 3/4 view of the modified DrivAer model. With grey lines the stl geometry
triangle edges are depicted.
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Figure 2.15: Rear 3/4 high elevation view of the modified DrivAer model. With grey lines the
stl geometry triangle edges are depicted.
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3. Mesh Generation

3.1.In General
3.1.1. General Procedure

The differential equations that describe the airflow around or inside an object, in most complex
cases, do not have an analytical solution. A solution is reached via numerical methods solving the equations
of the fluid flow. This computational domain is composed of many small simple quanta where the
discretized equations are solved. These quanta are called cells and usually have a simple shape, namely
tetrahedra, hexahedra, prisms, e.t.c. The total of the cells is the computational mesh. In this simulation, the
mesh is hybrid, with the layers added on the vehicle and road surfaces being structured and the rest of the
mesh being unstructured.

Since, in our case, the geometry is symmetrical, the computational mesh encloses half of the
vehicle. The symmetry plane of the mesh is the longitudinal symmetry plane of the vehicle.

The mesh is generated by tools provided by the OpenFOAM software. The mesh generation was
initialized by a structured mesh using cells with an aspect ratio close to unity created by the blockMesh
tool. The vehicle geometry was then inserted in stl format and the mesh generation is executed using the
following tools:

* The tool surfaceFeatureExctract helps in recognising particular geometry characteristics and
improves their interpretation by the meshing software.

* The tool snappyHexMesh did the final detailing, which creates the cells in close proximity to
the model geometry in an appropriate manner, so as to approximate the model geometry and
to result in adequate thin layering for satisfactorily boundary layer computations.

Close to the far field a less fine mesh was generated, in order to save on computational costs. The
flow in these points can be adequately approximated by such a sparser mesh, while the flow close to the
model needs to be computed with greater precision, in order to obtain realistic values on the aerodynamic
forces acting upon the vehicle.
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3.1.2. Mesh Generation With The snappyHexMesh Tool

The snappyHexMeshTool is a meshing tool in the OpenFOAM software. It creates computational
meshes using hexahedral cells around geometry in triangulated formats, such as stl, which is used in this
case. It is also able to create computational meshes with respect to analytically defined geometry, such as
planes, spheres and others. The tool can run in parallel, allowing for faster mesh generation.

Before the snappyHexMesh tool is run, it is necessary to create a background mesh using a tool
named blockMesh. The blockMesh tool also creates the boundaries of the computational domain.

The meshing process executed by the snappyHexMesh is comprised by three basic procedures:

* Castellation, where the background cells are divided into smaller cells in close proximity to
defined geometries.

e Snapping, where through an interactive process, the castellated mesh is projected and
morphed in order to adapt to the input geometry.

» Adding layers, where prismatic cell layers are inserted in the void created by shrinking the
mesh around user defined areas of the input geometry.2°

In figure 3.1, the meshing process is depicted in an example model.
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Figure 3.1: The meshing process using snappyHexMesh in an example car model geometry.
On top, the castellated mesh is shown, in the middle is the mesh after snapping and at the
bottom the final mesh after layers have been added on the car bonnet is depicted.?®
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3.2.Computational Space
3.2.1. In General

The computational domain in which the primal and adjoint flow equations are solved is defined
using the blockMesh tool as a rectangular parallelepiped and its dimensions were allocated as such:

Total length: 70 m,
Total width: 5 m,
Total height: 8.3 m.

The dimensions above allow for adequate free space in front, on top, behind and beside the
vehicle. The dimensions of this free space are presented in table 3.1.

Table 3.1: The dimensions of the free space around the vehicle.

Total Size (m) Length/Height Percentage

4 times the car length

Top . 4.9 times the car height

Behind 9.6 times the car length

Beside 5.6 times the car halfwidth

In order to monitor the mesh quality, the maximum aspect ratio, maximum and average cell
skewness and maximum non-orthogonality were checked:

Maximum aspect ratio = 33.62.
Mesh non-orthogonality: Maximum: 64.73, Average: 7.59.
Maximum skewness = 5.83.
These indicate a mesh with no geometry flaws.
The mesh was composed of 4,846,058 cells.

In figure 3.2, the full computational domain with the model inside is shown.

e

Figure 3.2: The computational domain with the vehicle model inside.

Page 23 from 91



3.2.2. Refinement Spaces

Two refinement spaces are created, one with high refinement levels for the model and one with

medium refinement levels for the model and its wake. The space in close proximity to and above the road is
also refined.

Those two refinement space are shown in figure 3.3 in side view and in figure 3.4 in front view, with
respect to the model.

Figure 3.3: The refinement areas for the vehicle (a) and its wake (b), in side view.

Figure 3.4: The refinement areas for the vehicle (a) and its wake (b), in front view.

Page 24 from 91



3.2.3. Mesh Details

In the following figures, selected details of the mesh are presented.

Figure 3.5: Mesh detall at the rear.

Figure 3.6: Mesh detail at the rear diffuser.
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Figure 3.7: Mesh detalil at the front splitter.

Figure 3.8: Mesh detail at the wing mirrors.

Page 26 from 91




Figure 3.9: Mesh detail at the rear spoiler.
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4. The Primal Flow Problem

4.1.Flow Equations

4.1.1. Theoretical Background
4.1.1.A. The Navier—Stokes Equations

Before the flow equations are introduced, it is noted that the simulation Mach number is relatively
low, below 0.3. Thus, the effect of the air compressibility is almost negligible and the following equations
concern the incompressible fluid flow.

The Navier—Stokes equations concerning incompressible Newtonian fluids are the following:2”

ou,
4.1. —£=0
ax;
ou, ou, d ) ou, Ou,
4.2, i+uji=——p+— (v+v,) e i
ot dx; dx; 0x; dx; ox,
where:

* Indices i and j: Indicate directions x, y and z; A twice repeated index implies summation
according to Einstein’s convention.

* uj: Velocity component at direction /,

» x;: Cartesian coordinate of space at direction /,

* t:Time,

* p: Static pressure divided by the constant density p,
* v: Kinematic viscosity of the fluid.

Equation (4.7) is the continuity equation and equation (4.2) is the momentum conservation equation.
These equations are integrated over every finite volume of the cells and are solved numerically using
appropriate methods.

An alternative notation for the two equations is RP and RYj, respectively, ignoring the time derivative
for steady flows, since steady simulations are performed, is:

ou;
4.3. RF=——1-0
0x;
J
A . du,
4.4. R“j:uj%+a_p_i (V+Vt) %4__1 =0
dx; dx; 0x; dx; dx;
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4.1.1.B. Turbulence

4.1.1.B.a. About Turbulence
A summarized description of the phenomenon of turbulence, as stated by Lewis Richardson, is as
follows:
Big whirls have little whirls that feed on their velocity, and little whirls have lesser whirls and so on to
viscosity.?8
The nature of a turbulent flow is chaotic. The exact computation of the flow behaviour is almost
impossible. For this reason, turbulence models have been created using statistical and experimental data of
turbulent flows.

For the majority of turbulent flow cases, the simplest models are derived from the application of
time averaging on the original Navier—Stokes equations. The resulting equations are named Reynolds
Averaged Navier—Stokes equations, or RANS for short. Time averaging means discretizing a quantity
between its mean value across a large time duration and its time-dependent oscillation around this value.
For example, a velocity component u is time averaged as such:

4.5. u(x,t)=b_t(x)+u’(x,t)

where:

* : The mean value of the velocity component over a time duration,
* u’: The velocity component oscillation around the mean value.

In figure 4.1 the distinction between 4 and u’ is demonstrated.

= = Mean value
— |nstant value

Velocity Component u

Direction x

Figure 4.1: The distinction between the mean value of the velocity component u over a time
duration (blue dashed line) and the time dependent velocity component oscillation around the
mean value (green continuous line).
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The time averaged momentum equation is:

—u, — - o o —
4.6. wau’ = i+i -po. +v %+—’ -uu'
0x, 0x

where:

» &j: The Kronecker’s delta, which is equal to 0, when iz and equal to 1 when i=j,

« The Reynolds stresses —ul’u; are modelled using the Boussinesq hypothesis as:2°

ou, ou,| 2
4.7 —uu; =v,| —+—=|-=ko,
' dx;, dx; ] 3 7
where:
* k is the turbulence kinetic energy, defined as:
1 ==
4.8. k= —uU,;
2

* vi: The turbulent kinematic viscosity.
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4.1.1.B.b. The Spalart—Allmaras Turbulence Model

The Spalart—Allmaras model is a one equation turbulence model turbulence model. It was

developed primarily for external air flows. The model introduces a new variable, v, which is defined by the
following equation:3°

4.9. v, =Vf,

where:

* fur: A quantity defined as:

X3

4.10. f, = e
X +C,
where:
* X: The ratio of ¥ to kinematic viscosity:

1%
4.11. X=—

v

The partial differential equation of the Spalart—Allmaras turbulence model is the following:

~ ~\2 ~ ~ ~
412, R = ujg—;—cb] (1 —ﬁ2)50+(CW1fW —%f)(g) —i %[(v+v)% e %2—: _0
where:
* d: The distance of each point to the nearest wall,
» The following quantities are constants of the model:
* 0=2/3,
* Cp1 =0.1355,
* Cp2=0.622,
* k=041,
* Cwr =3.239,
e Cw2=0.3,
* Cwz=2,
* Cur=741,
* Ci3=1.2,
* Cu=0.5,
* The following equations are used for computation of the rest of the model quantities:3’
4.13. §-Q+—7,
Kd "

4.14. Q=2w,W,
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1({0u. Ou,
4.15. =L
2\0x; ox,
X
4.16. f.=1-
: 1+ Xfu1
1+C °
g +C,,
4.18 g=r+C,, (r'-6)
4.19. r= min{%,m}
Sk-d
4.20. f=Ce"
The production P and dissipation D terms are given by:
4.21. P(v)=C,Y
4.22. D(V)=C, f, (17)i
1 d2
where:
%
4.23. V=Y, +—5 3 h
where Y is the vorticity magnitude:
4.24, y =[e, L4
0x;
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4.1.2. Boundary Conditions
4.1.2.A. On The Boundaries Of The Computational Domain
41.2.A.a. Inlet

At the inlet of the computational domain, the following boundary conditions are set:

* The velocity components (ux, uy, u;) are set as (36, 0, 0) m/s on the inlet, as a Dirichlet
boundary condition. The resulting inlet velocity magnitude of 36 m/s defines the Reynolds
number, by implementing the following equation:

UL
4.25. Re=—>2"
v

where Lrr, a reference length of the geometry, which, in this Diploma Thesis, is the vehicle
wheelbase, which is 2.786 m.

The flow Reynolds number is:

Re = 6.7x106

* The gradient of the pressure at the direction normal to the inlet is set to zero, as a Neumann
boundary condition.

* The value of V is set to 2.38x10-% m?/s, about five times the kinematic viscosity of air.32

« The value of the turbulent kinematic viscosity is set to 2.38x10-3 m?/s.

4.1.2.A.b. Outlet
At the outlet of the computational domain, the following boundary conditions are set:
* The gradient of the velocity components in the direction normal to the outlet is set to zero.
» The pressure at the outlet is set to zero.

» The gradient of ¥ at the direction normal to the outlet is set to zero.

* The gradient of the turbulent kinematic viscosity in the direction normal to the outlet is set to
zero.

4.1.2.A.c. Road
The road is considered fixed, thus, the following boundary conditions are set:
* The velocity components are set to 0 m/s, as a Dirichlet boundary condition.
* The gradient of the pressure on the road in the direction normal to it is set to zero.

* The value of v is set to zero.

* The boundary condition of the turbulent kinematic viscosity is set to a condition based on
turbulent kinetic energy, using a wall function, defined by the following equation:

4.26. vV =—"—v
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where:

4.27.

41.2.Ad.

* ur: Friction velocity, defined by:

Ty
0

u =

T

* n: The normal to the surface unit vector.33

Side & Top

At the side and top of the computational domain, the following boundary conditions are set:

41.2.Ae.

The boundary condition for the velocity provides a slip constraint.

The gradient of the pressure on the side and top of the computational domain in the direction
normal to each of them is set to zero.

The gradient of v at the direction normal to the surface is set to zero.

The gradient of the turbulent kinematic viscosity in the direction normal to the surface is set to
zero.

Symmetry Plane

At the symmetry plane, a boundary condition named symmetryPlane is implemented for all
quantities, modelling the symmetry of the simulation.

4.1.2.B.

On The Vehicle

On the vehicle, the following boundary conditions were set:

The velocity is set to zero on the body of the car.
The gradient of the pressure in the direction normal to the surface is set to zero.

The value of V is set to zero.

The boundary condition of the turbulent kinematic viscosity is set to a condition based on
turbulent kinetic energy, using a wall function, the same one used on the road.
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4.1.3. Forces
4.1.3.A.

The aerodynamic forces on a body in a stream of fluid are due to pressure and shear distribution
over the body surface.3* The two forces that are of interest are drag D and lift L. These are components of
the total force F that is exerted from a fluid to a body, that is computed by the following equation:35

4.28. F= #pni ds - Sfﬁr,.jnj ds
N N

where:
* n: The normal to the surface unit vector,
* t: The tangent to the surface unit vector,

» T The shear stress components on the body surface.

The drag D is the component of F parallel to the free stream flow and the lift L is the component
perpendicular to it.

The aerodynamic performance of a body concerning drag and lift are often stated using the
respective drag and lift coefficients, defined as:

4.29. Co=7 D
EpooAreroc
4.30. C, = L
5 pOOA}'quoo
where:

*  pP«: The fluid free stream density,
* Arr. A reference area for the body. In this case, this is the frontal area of the car,

*  U: The fluid free stream velocity.3¢
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4.2.Numerical Solution Using OpenFOAM

The steady-state simulation is carried out using the SIMPLE algorithm, according to the following

procedure:

4.31.

4.32.

4.33.

4.34.

4.35.

* The discretized momentum equation is solved and an intermediate velocity field u* is
computed, using an initial estimation or previous iteration data for the pressure gradient:

where:
* P: The cell index in which the momentum equations are discretized,
* NB(P): Its adjacent cells,

» b: A vector referring to explicitly considered source terms that might be present in the
momentum equations,

* ap and an: Coefficients that result from the discretization of the convection and
diffusion terms in equation (4.4) It should be noted that the diagonal coefficient ap is
the same for all the components of the momentum equations,

* p* Initial estimation or previous iteration pressure data,

* The following equation for the pressure is formed and solved, determining the new pressure
field that satisfies the continuity equation:

where:

NB(P)

HP’j('V )= E ayuy ;+b;

N=

* Relaxation is applied to certain flow quantities,

* The fluid volume flux at the mesh faces mr is updated, using the following equation:

me=u; S, =u; ;S ;- Z(a_x,sf )f
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where:
* S: The normal to the surface vector dimensionalized with the surface area,

9P

. J
axj ;

: The normal to the surface pressure gradient,

* The velocities are corrected according to the new pressure field, using the following equation:

436, w, =i, — P

J P,
a, 0x,

* The boundary values of the flow quantities are renewed,
« The cycle repeats until adequate convergence has been achieved.?”

This algorithm is set by creating the necessary OpenFOAM case documents. The desired initial and
boundary conditions are set, along with numerous other parameters concerning the computational
processes. An initialization is computed by solving the potential flow, using the potentialFoam tool. Then,
the steady-state Navier—Stokes equations and the turbulence model equations are solved according to the
aforementioned SIMPLE algorithm, using the simpleFoam tool.

The discretization of the equations is second order accurate. In table 4.1, the discretization
schemes used are listed.38

Table 4.1: The discretisation schemes used in the simulation.

Discretization Scheme

Operation

Meaning

cellLimited Gauss linear Cell Limited, Second Order, Gaussian Integration

bounded Gauss linearUpwind Second Order, Bounded

Gauss linear corrected Second Order, Unbounded

Consequently, the flow model is second order accurate. The relaxation factors are set to 0.2 for the
pressure, the velocity and the Vv variable.
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4.3.Results

4.3.1. Convergence
4.3.1.A. Flow Quantities

The residuals of the flow equations for the modified car model during the simulation are presented
in figure 4.2.
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Figure 4.2: Convergence of the residuals of the flow equations during the simulation of the
modlified model.

It is clearly shown that the mean value of the residuals has been converged. The residuals are
oscillating around this mean value.

In the following, the last iteration is considered as the solution.
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4.3.1.B. Forces

The convergence of the force coefficients during the simulation of the modified model is presented
in figure 4.3.
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Figure 4.3: The convergence of the force coefficients during the simulation of the modified
model.

Again, the mean values of the force coefficients have been stabilized.
The car body produces a negative overall effect of lift, meaning it produces downforce.

The mean value of the coefficients of the last 1000 iterations are considered the results. These
mean values with their corresponding standard deviations o are:

Hep = 0.326,
ocp = 0.003,
HcL = -0.046,
ocL = 0.014.
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4.3.2. Comparison With The Original Geometry
4.3.2.A. Forces

In table 4.2 a comparison between the force coefficient of the original DrivAer geometry and the
modified model is presented.

Table 4.2: Aerodynamic coefficients of the original models and the modified DrivAer model.

Coefficient

Original DrivAer

Modified DrivAer

Difference To Original (%) -10.68% -139.66%

It is clear that the overall aerodynamic performance is improved. There is a 11% decrease on drag
and a 140% decrease on lift, meaning that the vehicle is creating negative lift, that is net downforce.

The reduction in the lift gives way to more aggressive aerodynamic solutions, such as the
introduction of a rear wing, the increase in the vehicle rake, the increase in the diffuser tip angle, an increase
in the spoiler size and the introduction of winglets at certain places such as the front bumpers.

It is also noted that the final optimized solution is expected to give better results for the lift, however

there may be an increase of drag, since the optimization process may automatically tend to implement
some of the aforementioned more aggressive solutions.
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4.3.2.B. Flow Field
4.3.2.B.a. Velocity Magnitude

In figure 4.4, the computed fields for the velocity magnitude are shown, for the original DrivAer
geometry and the modified one.

Figure 4.4: Vielocity magnitude field for the original geometry (top) and for the geometry with
the LM GTE modifications (bottom). The colour scale is the same for the two fields and the
units are m/s.

The following remarks can be made:

» There are clear differences in the wake of the car. The wake is slightly shorter in the modified
geometry.

* The airflow is faster under the floor of the modified geometry, thus pressure is less and
downforce is created.

* The underbody upsweep is also visible right behind the diffuser.

* On both models the magnitude of the velocity is maximum on the roof of the car, decreasing
the pressure and inducing lift.
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4.3.2.B.b. Pressure
4,83.2.B.b.l. Symmetry Plane

In figure 4.5, the resultant fields for the pressure are shown, for the original DrivAer geometry and
the modified one at the symmetry plane.

Figure 4.5: Pressure field for the original geometry (top) and for the geometry with the LM
GTE modifications (bottom). The colour scale is the same for the two fields and the units are
Pa, with the zero set to the ambient pressure

The following are noted:

* The pressure on the upper side of the splitter is relatively high, while on the bottom side it is
relatively low, creating downforce at the front of the car.

» The pressure seems relatively smaller under the underfloor of the modified car.

* There is a low pressure zone on the roof of both cars, which combined with the moderate
underfloor pressure induces lift.
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4.3.2.B.b.ll. Car Body Distribution

In figures 4.6 to 4.9, a comparison of the pressure distribution on the car body is presented. Half of
the car is the original geometry and half of the car is the geometry with the modifications.

p (M2/s2)

Figure 4.6: Comparison of the pressure distribution on the car body, between the original car
geometry (port side) and the modified geometry (starboard side), in front view. The colour
scale is the same for the two fields and the zero is set to the ambient pressure.

9.3e+01
ko

— -200

t -Am
-5.2e+02

p (M2/s2)

Figure 4.7: Comparison of the pressure distribution on the car body, between the original car
geometry (port side) and the modified geometry (starboard side), in rear view. The colour
scale is the same for the two fields and the zero is set to the ambient pressure.

Page 44 from 91



p (M2/s2)

Figure 4.8: Comparison of the pressure distribution on the car body, between the original car
geometry (bottom) and the modified geometry (top), in top view. The colour scale is the same
for the two fields and the zero is set to the ambient pressure.

P (M2/s2)

Figure 4.9: Comparison of the pressure distribution on the car body, between the original car
geometry (top) and the modified geometry (bottom), in bottom view. The colour scale is the
same for the two fields and the zero is set to the ambient pressure.

In addition to the previous points, it is noted that the pressure distribution at the underfloor is more

uniform with the modified floor. However, the pressure distribution is relatively similar between the two
models.
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4.3.2.B.c. Variable

In figure 4.10, the variable V field is shown for the original DrivAer geometry and the modified one,
at their symmetry plane.

Figure 4.10: The variable V field for the original geometry (top) and for the geometry with the
LM GTE modifications (bottom) at their symmetry plane. The colour scale is the same for the
two fields and the units are m?/s.

The variable v is again mostly zero, apart from the wake of the vehicle. The two fields are very
similar, apart from the area directly behind the vehicle, where the variable ¥ is slightly larger for the original
geometry.
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5. The Adjoint Flow Problem

5.1.The Optimization Cycle

In gradient-based optimization methods, numerous candidate optimal solutions are simulated
sequentially. After the initial solution, which is directly or indirectly set by the user, a next candidate solution
has to be reached. This is done by computing the direction in which the objective function is reduced (for
minimization problems) or increased (for maximization problems). The quantities that indicate this direction
are the sensitivity derivatives, which are the derivatives of the objective function with respect to the design
variables.

In the adjoint method, the sensitivity derivatives are computed after solving the adjoint flow field.
This field is computed by solving the adjoint field equations and their boundary conditions. These equations
are relatively similar to the Navier—Stokes Equations and their boundary conditions.

The solution of the adjoint flow field requires full knowledge of the primal flow field, which is the
solution of the Navier—Stokes equations. Consequently, in the adjoint-assisted optimization algorithm, the
adjoint flow equations must be solved and also the Navier—Stokes equations at each cycle and their
solution must be stored until the cycle is complete.

One of the advantages of the adjoint method, is that the computational cost is independent of the
number of design variables. In contrast to other methods of computing sensitivity derivatives, such as direct
differentiation, where the computational cost is directly proportional to the number of the design variables,
the adjoint method is a valuable tool for shape optimization problems with complex geometries, as is the
optimization of a car surface. The optimization costs of the adjoint method, on the other hand, are
proportional to the number of objective functions. As a result, this optimization tool may not be the most
suitable solution for all optimization problems. The engineer is called to evaluate and decide on the
optimization tools according to each problem characteristics.

It has to be noted that the design variables are not always the variables of the CAD software that
describe the model geometry. If the CAD software cannot be incorporated into the optimization cycle for
automatic generation of the next solution, the geometry is described by an analytical, parametrically
described geometry type, such as spline or Bézier surfaces. The design variables then become the
parameters that describe the analytical geometry. After the termination of the optimization, the geometry
may then be reconstructed in the CAD software. It is noted that not only the model geometry is
parameterized, but also every CFD point in the parameterized space. This means that, in every geometry
deformation, there is usually no need for remeshing and that the cells keep their previous flow quantities’
values as the next initialization.

The optimization algorithm is depicted in figure 5.1.39
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Figure 5.1: The optimization algorithm using the adjoint method with a free form deformation
method. Purple boxes indicate processes with high computational cost.
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5.2.Continuous Adjoint
5.2.1. Introduction To Continuous Adjoint

With the continuous adjoint method the adjoint flow equations and the adjoint boundary conditions
are derived, solved and then, the sensitivity derivatives of the objective function are computed.

In this analysis, the hypothesis of “frozen turbulence” is not made and the adjoint equations to the
Spalart—Allmaras model are also solved.

Let F be the objective function and b, the design variables, where n = 1, 2, ..., Np. The results of the
primal problem, the pressure distribution p and the velocity distribution u are stored in a vector U. Naturally,
the pressure and velocity distribution and, consequently, vector U, are dependent on the model geometry,
which is described by the design variables, stored in vector b. So, symbolically:

5.1, U=U(®)

The value of the objective function is dependent on the design variables, but also dependent on the
pressure and velocity distribution U. Symbolically:

5.2. F-= F(B ,U(B))

taking into account the dependence of F and U from the grid coordinates x as well, equation (5.//) extends
to:

5.3. F=F(b,x(b).0(x(b).b))

Let v be the adjoint velocity, g the adjoint pressure and va the adjoint variable V.

The augmented objective function is defined, by adding to the objective function two volume
integrals of the product of the adjoint velocity and the residual RY; and the adjoint pressure and the residual
RP, respectively:

54. F,.=F+{[fv.R".dO+{[fqR" a0+ fff v R" a0
&) [6) [6)

where O is the computational domain.
It is noted that since equations (4.3) and (4.4) are true, Fayg = F.

Using the Lebniz theorem, by differentiating with bs, equation (5.4) becomes:

OF ~
P OF 0 0, R, a5+ 2 fff ar? a5+ 2 fff v, " a5 =
ob, ob, b, %% ob, %% ob, %%

OF OF dR". OR’ IR’ o\ Ox
5.5. s - 4 v, LdO + ——dO+ v —dO+ vR" +gR” +v R" \n, —~dS
b, ob, S@;ﬁ’abn SI-:;{j;qab ﬂ‘:ﬁ”ab g_‘?( AR TR )

n n n

where:
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« n: A vector containing all the vertical vectors to the surface S,
* xx: Points describing the surface S,

* S is the boundary of the computational domain. This boundary can be divided into the
following boundary surfaces:

+ Si: The inlet surface,

. So: The outlet surface,

« Se: The side and top surfaces,

+ Ss: The symmetry plane,

- Sr: The road,

« Swmp: The surface of the vehicle model.
Itis true that S = S;u So u Seu Ss u Sr U Swp.

In addition, the Smp is the only surface dependent by the design variables, hence the index b, while
the geometry of the rest surfaces if fixed and independent of the design variables bn, which means that the
Xk derivatives with respect to by is zero in S \ Sup. Consequently, equation (5.V) can be written as:

u p v
5.6 e O g5, R s g g 2R a5+ fff v, 2K a5 (v R+ aR? +7,R Y, 25k s
ob b I ob 777 b, 7S b, o b,

It is also noted that for any quantity Q, the notation 6Q/6bn, means the total variation in Q, due to a
variation in bs. Additionally, the notation 0Q/db, the variation in Q caused due to changes in the flow
variables, not including direct contributions due to geometry alterations caused by b, variations. The
following is true:4°

s 50 30 90 x,
sb, ab,  9x, Ob,

If the quantity Q is computed on a surface, the following is true:

5.8 0 _90 .50, 0%

k nm
ob b ox, ‘ ob
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5.2.2. The Objective Function & Its Differentiation

In cases such as the present, where the objective function, such as the downforce, is a surface
integrated quantity, the following expression is valid:

5.9, F={ffF.ds={fFn.ds
N N

By differentiating the above equation:

‘SF_i Fyn,dS

5.10. o
ob  Ob,

The differential of the surface integral in equation (5.70) can be developed as:

o on,
5.11. — ndS+{pF, — dS F.n
6bn .S l SMb ﬁ g
By taking into account equation (5.8), equation (5.77) becomes:
oF; fo) o(dS
5.12. —SﬁﬁFndS Sfﬁ—n dS+g‘j€n —n inkds SfjﬁF ’dS+§[::ﬁanl o(ds)
Su, Suy, Sy n
By implementing the chain rule, the partial derivative of F is:
513 aFSi ~ aFSi %+ aFSi a_p+ aFSi aT,;

ob, du, b, ap db, ot b,

n

where T4 is the stress tensor.

After substitution, the resultant equation is:

5.14. i#%nid5= s a”k S‘::ﬁ_” 9F 9Ty g
ob, °5 Sw oty Su, Ok abn
+4§ﬁn —n —nde g[fF —dS+§£fFSnl
SM, n

The derivatives of the geometrical quantities are developed using the following identities from
differential geometry:*!

5.15. o __ 5xk n,
S, Sb,
5.16. o(dS) _ 0, n.ds
Sb, Sb,
where:
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* 9:/9xi: The tangental derivative,
* k: The mean curvature of the surface.

After substitution:

o) aF au 8‘17
5.17. —JqpF,n,dS= 5 kd _’n kf ds
5bn @ K SMb auk ﬁ ﬁ aTkJ "
+#n —Sip %n ds SEﬁ 5x" . dS - SﬁﬁF nK Xn, dS
J l(‘)xm m (Sbn k J S; XZ k

Substituting in equation (5.70), the final expression of 6F/6b, becomes:

oF oF oF oF, ot,.
5.18. Sm o Mg T P s ff g, S g
ob, 5y, O 0D, 5, 0p b, 5 9T, b,
aFS- 6xk 5x
+dpn,—=n, —*n, dS-qpF; kn, |dS - Fgn, dsS
Ssgf "ox, " Ob, ¢ g ( ) iﬁ
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5.2.3. The Adjoint Field Equations
5.2.3.A. Adjoint Mean Flow Equations

In equation (5.6), the partial derivatives of the Navier— Stokes equations with respect to the design
variables b, are included. These can be developed by differentiating the Navier—Stokes equations with
respect to the design variables by. It is noted that, due to the nature of the 9/db, and the 6/6b, operators
applied to a quantity Q, the following statements are generally true:

9 19Q)|_ 9[99
ob,\dx; | dx;\db,

5.19.
0|90, 9 (0Q
ob,\ox; ) dx;\ob,
The resultant differentiated equations are:
p a .
5.20. OR" __ 9 (9u;
b, 6xj ab,

OR".  Ou; du. : - Ou, . Ou;
521 S S0t O [0, O FOP O () 0 O O OOV, ou | O
ob, b, dx; dx \ob,) dx;\db,) dx, ob,\dx, dx, dx;|db, | dx; dx,

1
( f/) 9 (ov 1 9 (ov ov
V+—|— - —_—
0 )dx;\0b, 0 dx;\db, dx;

The differentiation of production and dissipation terms yield:*?

C v . _
—Zia—vi v +7V —aP+aD +(-P+D) v
o ox, ax, b, ob,  ob ob,

n

v v ou. ~
5.22,0R v o (av)
ob, dx;db, " dx;\ob,) dx,

n

n

523 P LD o 97 o o L, a0 (0
b, ob, 'ab, ‘ob, 'Y "ax, " ax\ob,
where:
d 0 v
5.24. CV=(—C,, -CWCL) Juy, ]:”22+ s V lic.clic, I
‘ YY)\ ov Kdo ov k'd LY 'd
2 v, P
5.25. C, =—E[cwlrc(d2 - K217)+CW‘fWV_Ch' Ki V]
r
5.26. C, = (—Cb1 —Cwlcf)fu}
Y
1
597 cwlf/2 1 675 _1 cw36 1+cW36 6
o 7 [1ea(6r°- )]g6+cwf g'+c,”
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d
5.28. U 3 |1, X
ov vCu2 Cu2
af, 9 ’ B
529 _L:S= L 'fu1+Xi 3 1+l l 1+£
v Cu2 v ov Cu2 " Cu2
-3
1 X X
+——(1+ Xf,)|3+2—|C, *|1+—
VCLl22 ( fl‘“) Cu2 " Cu2
1+ X ’ B
_3% 3 1+£ + i 1+£
VCuz Uy Uy C142

Using the Green—Gauss theorem and by substituting equation (5.70), the volume integral

oR
Wz,

&) n

d (du, dq ou; ou;
5.30. - a5 = ffF g 2L 2 5 - ff g2l ds
- (ab) ﬂquaxjabn Ef;:ﬁqab j

[$) (6} n

p

dO in equation (5.6) is developed as:

Similarly, concerning the volume integral ﬂ;ﬁvi 61; Ld0O in equation (5.6), the inviscid terms are
d

n

developed as:

5.31. ﬁ 2” jzfdmﬁjivu (

dO

du; 9
) U=Sﬁ$v1£au’d6+ﬁvun—dS+ﬁﬁax( )

(6} n x_] n

and:
3 (a v, 9
5.32. ﬂj;via—%(é)dﬁ— gjjji Y de gﬁivn—

The viscous terms are developed as:

d d | du, Mj dv, 0 [ du, ;
~qfhbv,— do = P+
7 K dx; [(Hv)ab ( ox, Sf?:ﬁs(wv’)axj abn(aijraxi

)

du;
535 ff L (vev,) 2 (a 05— 0 (00 oo (o,
ﬂiﬁ ab ox.  ox f@g(” ’)axj ax, \ ab, +5@?(V+”)ax} ox. | b,
0 [ ou, Ou;
_ 9|0 M N as
#v‘(vw’)ab (ax ox, |
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The two resultant volume integrals can further be developed as:

Jdv, 0 (Ju. d av,
5.34. ! LdO =- — L
ﬁ(vﬂ’,)axj axj(abn) ﬁj;a ((VH/’)G

o 6 0X; X;

ou; av. du,
“ N,
ab ax, ' ob,

n S J

and:

: ou.
Jd6+4§ﬁ v+v 8 idS:
0b, Bx. " ob

[6) i Jj n

v, 9 (du, d v,
_tr_ | L d'(.i=_ -
ﬁ(v-l-vt)axj Gxi(abn) ﬁax ((V-'-V)

av. o [ou 9 v\ du. av. ou.
5.35. dO=- — LdO LdS
Eﬁ’gﬁ(w‘/)axj axi(abn) SLﬁga ((Vw)ax)ab +# (vev)as "o,

o 5 0% X;

l

Similarly for the terms concerning the adjoint variable Vv, using the Green—Gauss theorem and by
substituting equation (5.70), the first volume integral is developed as:

The final term in equation (5.27) is developed as:
au . . du
5.36. vi &, 40 = +5{j§ﬁv jav w g;.sﬂ Iy |V DYy
dx; | dx; ax xl. ax v b, dx; | dx; ax,. v b,

where dv/dV is given by:

_af, 3C,’X?
5.37. = f AV =t =
v (X3+Cul3)

Similarly for the terms concerning the adjoint variable V, using the Green—Gauss theorem and by
substituting equation (5.70), a term by term analysis follows:

v d _ Qv ou. o\ V,u, ov
5.38. gﬂ v U, dzj gﬁff ( ) U=ﬂ§ﬁvﬂa—;a—2d6—ﬂﬁ%j’)(6b )d6+4ﬂvun TdS

(&) (&) n

and:
5.39, 0 (97 oc pee | ¥\av,|ov a7, VYOV o e v\ (ov
ﬁﬁv [( ) (ab ) dﬁ—ﬂjfaxj (v+0)axj abﬂd6+§qj>‘axj nj(v-'-a)&bnds ﬂjﬁv”n"(wa)axj(ab,,)ds

and:
5.40. _ﬂ;ﬁf, 1.9 [avov dO = 19V, ov av ﬂ;f; ala_vnja_vds

s O dx;\db, dx; s O dx; db, dx; s 00dx; "0b,
and:

C, ov v C % C
51 —fffov, e 0NN\ o5 fffa=e Oy VIV s fffay OV O g

* o dx; dx;\db, s O dx;\ dx;)ab, g o dx; "db,
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and, finally:

5.42 - [ oP 4D v ou o ou, ou.
’ ‘f“ﬁvv — —dU g’ﬁ C~—dU+§H§vvC —dU vvC —e, e i e+ vyvC,—e,, —te, n—-
“\ o " ob, gﬁf " ox, ab gfff e " ox, ax, it ob,

[¢) n

By substituting equations (5.30) to (5.36) and (5.38) to (5.42) into equation (5.6), and utilizing
equation (5.18) the following expression of the augmented objective function is formed.

oF, v 1o aF, |9
5[9" @[ i ( t) axj axi J qn, a YY mjk axj mli' ¥l al/ll- k abn
[ oF,
+§£ﬁ vjnj+—s'n, a—pdS
S L ap abn
+§ﬂ§ vujnj+(v+l)ava (1+2C )av ’ a—VdS
5| 0 )0x; o dax, ’ av ob,
[ JF, 97
+qp|-vn +—in ”dS vV |v+— n.ds
Sﬁg_ Y Tfj ' Sﬁﬁ ( ) (ax ]

+gj€n n, dS+ g]jSF b ds+ _cffFS 8(4s)

i’l

+ﬁ[vR +qu+vRV]§7nde+£g5~l7C :dU

Suy, n

Sf;ﬁﬁR“ P 165+ g]jj?Rq de SfQSRV —dU

In order to avoid computing the partial derivatives of U, the multipliers of dui/dbn, dp/dbn and dV/dbn
in the final two volume integrals are set to zero. This determines the adjoint mean flow equations, which are
the following:*3

v,
5.44. Ril=——1-0
dx;
ou, oluv, v,
5.45. Rvi=vji-u+a—q_i (ver,)| 2es L) |20
0x; dx;  dx; Ox; X, ox

_ u.v v\ OV v ov 2C v i )
5.46.Rn=_M_i{(v+l)%}+i%3_"+ b 0 Va_v)mc a_a_(a_ o,
X
J

axj 0x. o axj Oaxjaxj o axj
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Equation (5.44) is the adjoint continuity equation, equation (5.45) is the adjoint momentum equation
and equation (5.45) is the adjoint turbulence model equation. Note the similarity between the adjoint mean
flow equations and the primal mean flow equations, (4.3), (4.4) and (4.12). Also note that, in contrast to the
primal momentum equation, the adjoint momentum equation is linear.

It should also be noted that equation 5.43 is the sensitivity expression of the S| approach.#4 In this
Diploma Thesis, the E-SI method has been used, which introduces an extra adjoint variable and equation in
order to avoid the computation of the dxx/dbn terms. This is achieved by assuming a Laplacian model for the
grid node displacements:

5.47. R" = L=0

where m;: are the Cartesian displacements of the grid nodes.
By incorporating equation (5.47) into equation (5.4), equation (5.4) becomes:

5.48. F,.=F+{ffv.R".dO+{ffgR" a5+ fff 7 R" aO+ {ff m/R" dT
&) [$) [$) O

where m?;: are the adjoint Cartesian displacements of the grid nodes.

Similarly to the aforementioned developments, using the Leibniz theorem the new term is
developed as:

8 m; 6x, Ox, Ox, om; (5x
n W J

Since the extra term added to the objective function includes only variations in grid coordinates
with respect to bn, the adjoint flow field equations and their boundary conditions are the same. The
sensitivity derivatives expression is the same, with the addition of some new terms resulting from equation
(5.49). By zeroing the coefficient of dxx/dbn in the field integrals, the adjoint equation for the m?# becomes:

5.50. R = Vi, —+v, —+1°, , -
Coax ax\ U ax, Tax, Tax, ax, qaxk

P Tmp o 0p T 6_)0
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5.2.3.B. Adjoint Boundary Conditions
5.2.3.B.a. Resultant Equation

After satisfying the adjoint mean flow equations, equation (5.43) becomes:

OF, av, 1 9 IF. |9
5.51. ~ = vun. +(v+v 9, — 7 n;—qn,+v,vC, — Tk TR e ds
6bn @[ i ( t) ax ax q Y mjk axj mli'*l aui k 8bn
[ oF,
+§£ﬁ vini+—s"ni a—palS
S _. . ap abn
' 7\ ov oF. 5
+ff vaujnj+(v+l)a"a n=e(1420, ) n,+ S, |2 gg
5| o) ox o ax; v " |db,
[ oF; ot v\ o [ ov
+Jp|-vn, + —in LdS-4pv [v+— n.dS
Sﬁﬁ arl] “| ab, Sfﬁ ( )ab ( ]
on, 4(ds)
+ n—n n,dS+qpF; —dS+{bF.n
# @9 " b, Eﬁg 't ob,
ff[vR", +qu+vR”]5—nde+£q§~17C 2 s
ob, ab,

Suy

+§Iffm?Rimnk%dS+4j€mfn,i ox; ds — aﬂnj%dS
5 ob, 3 dx, \ ob, 5 b,

Using equation (5.57) and the primal boundary conditions, the adjoint boundary conditions will be
determined.

5.2.3.B.b. On The Boundaries Of The Computational Domain

5.2.3.B.b.I. Inlet

At the inlet of the computational domain, since S; is fixed, 6x¥/6bs,=0 and from the primal boundary
conditions, the following is true:

ou, du,

5.52. i
ob, b

n

As a result, the first integral of equation (5.517) is zero. In order to set the remaining integrals equal to
zero, the following boundary conditions are set:

JF,
5.53. Vi SVl =———n,
ap
oF, d
5.54. V’<;) =2 tin, +—=ntn,
T,
g y
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oF, oF,
5.55. V”<z> —_ Six nktA”n}+ Sik ”kf,””i

i
81:1.]. 6rij

where:
» t, t!: The components of the tangent to the surface unit vectors,
o Vi, vy The components of the adjoint velocity, parallel to the surface unit vectors t; and t/;,

respectively.

Since for the adjoint pressure no condition results from equation (5.517), its boundary condition is set
as a zero Neumann condition.

db

n

a (av
In order to make equation (5.57) independent of the term E(—)n] , a zero Dirichlet boundary

n

condition is imposed on Vz:

5.56. v,=0

0%

0x.

d
In order to make equation (5.57) independent of the term —(
J

), a zero Dirichlet boundary

n

condition is imposed on m?:

5.57. m’ =0

Note that the area integrals of equation (5.57) are zero on any other surface than S,
5.2.3.B.b.ll. Outlet

At the outlet, since So is fixed, 6xk/6b,=0 and from the primal boundary conditions, the following is
true:

5.58. dp _9p _
ob, b,

As a result, the second integral in equation (5.57) is zero. In order to eliminate the first term, the
integrant must be set equal to zero:

oF;
n+—=n, =0
i ou,

mli

dv, 0Jv, 1 ou
5.59. vun, +(v+v )| —+—_L|n.—gn.+v vC, —e , —Le
(A ] ( I)(axj a.X) j Qz a YY mjk ox

12

In the case of 3D flows, equation (5.59) includes four unknown quantities (the three components of
the adjoint velocity and the adjoint pressure). Therefore, one of them must be extrapolated from the interior
of the domain. This is chosen to be the normal component of the adjoint velocity v». By multiplying equation
(5.59) with the normal to the surface vector n; the adjoint pressure can be determined as:

avn oF, ~ ~ 1 du
5.60. q =Vl + 2(v+ v,)# + a: nn, +v,vC, ¥ Eni ﬁ il =0

! J
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The tangential adjoint velocity components can be obtained by multiplying equation (5.59) with the
tangent to the surface vectors t/;, t;, as following, and solving the resultant Robin boundary condition:

o' av oF. 1
(1) + <;’> + Si l’lklil - OaVCY < Cmik aﬂemzin’z
on ot du, Y " ox,

tl=0

5.61. v, +(v+v,)

After zeroing the coefficient of d¥/dbn, a Robin boundary condition is imposed on ¥.:

7\ov, OF
5.62. Vun, +(v+1) Wa 4 2
o Jax, 7 av

n, =0

A zero Dirichlet boundary condition is imposed on m?.
5.2.3.B.0.1ll. Road, Side & Top

At the road, side and top, namely the fixed walls of the domain, the primal boundary conditions are
similar to those imposed at the inlet. The resultant adjoint boundary conditions are the following:

oF,

5.63. Viny = _Ani
ap

oF. oF.

5.64. VI<,> = ﬂnktilnj + Lt nktjl'ni
arl.j ar,.j
oF. oF.
i Sw .k b/ Sw .k )4

5.65. Vi = Py nt;n; +Tnktj n,

g iy

along with a zero Dirichlet condition for Va, m? and a zero Neumann condition for the adjoint pressure.

5.2.3.B.b.IV. Symmetry Plane

On the symmetry plane, the objective function is not defined. In order to set the remaining terms of
equation (5.57) equal to zero, the following boundary conditions are set:

5.66. Viny = 0
o' 0
5.67. =0
on

A symmetry plane boundary condition is imposed on Va.

Again, a zero Dirichlet condition for m? and a zero Neumann condition for the adjoint pressure are
imposed.

5.2.3.B.c. On The Vehicle

The vehicle surface is the parameterized geometry of the simulation, that may vary through the
simulation cycles. While éui/6bn=0, in general it is 6xk/6bn#0. As a result, taking equation (5.8) into account,
the following is true:

Page 60 from 91



5.68. uy__Ouy , O, n,
b,  ax, (Sb

The first integral of equation (5.517) is analyzed as:

dx, ax, ., v ob, = b

n n

- : G ‘
5.69. 3@5 v, v+v)(av +—’)nj—qni %d5= (V+Vz)(ﬂ+—j_)nj—qn,- %nk%nmds

SMb Mp

The resultant integral contains terms only from the primal and the adjoint fields and from the surface
displacement, as a result it can be computed and added to the sensitivity derivatives expression.

The second and third integrals can be also set equal to zero, by imposing the following conditions:

oF,

5.70. Vi ==,
op
oF. oF.
5.71. v'<f> = Mo ntin, +ﬂnktjnl
0T, oT..
ij ij
oF. JF.
/4 Suy, /g Swy /4
5.72. \% <l>=T7’lkt[ I’h'i'?nktj n;

y u

A zero Dirichlet condition for V., m3% and a zero Neumann condition for the adjoint pressure are
imposed.*®
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5.2.3.C. Final Expression Of The Sensitivity Derivatives

After satisfying the adjoint mean flow equations, the adjoint turbulence model equations and the
adjoint boundary conditions, the final expression of the sensitivity derivatives formulated by the E-SI
approach is:46

oF, v oF, du, 6
3.73. — = v )| s Di g gn ey |9 0%
ob, ?g [( ) ax, ox, |’ i 5u, " |ob, b,
oFs,, . ou; 6x )

+{p——- —LdS+qpF; n.

g axn’l a n g ‘ }'l

il n, O ds

5y, 0%; Ob,

OF;, tt}) or, Ox
-4f ”k’lltzl( i ((Sbj)Jraxj i il ||9S
SMb Iz k "
- i1
_fﬂs ﬂ (t”t’+tlt”) M+8in %f”fl- ds
Sw, T, ' b 09X, ‘ ob, Y

k'l "z

[ n,u
_iﬁ aFSMb,k n t”l”)[rué(l‘i Z; )+ ij 6xk tlllll) ds
ij

Suy, L Iz
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It is noted that for the optimization with the FFD method, the FI approach for the sensitivity

derivatives is used, which results in the following expression:

OF a
5.74. s Loy 040D 0w 0Ty
ob, Sﬁt?g i 0x, % ox, 'ox, ox,
8(dS)
+qpF;, n——=
g SMh.i 5bn
oF, S(nn.
—iﬁ -v,n, +%nknlnz)rii(5n7];n’)dS
S, Iz n
d o(tt!
—g[jg Lt 1T, ( ")dS
Suy, ale 5bn
JF, o(t"t!
i Y n(t/'t]+1/t!) |z, (1 ’)dS
S, at,, ob,
F, S(e"e"
_ﬁ( Mp k nktl”tzu]TU (l J )dS
Sy, Iz (Sbn

dx, )dx,\ ob,

The computation of the sensitivity derivatives are finally used in determining the next set of design
variables, for the next optimization cycle, using the steepest descent method:

new 0 5F
b |l
L

n

5.75. b

where n is a weighing factor.
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5.3.Results
5.3.1. Convergence

The residuals of the adjoint equations during the simulation are presented in figure 5.2.
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Figure 5.2: Convergence of the residuals of the adjoint flow equations during the simulation.

It is clearly shown that the mean value of the residuals has been reduced significantly and
noticeably faster that the primal residuals.

The fields presented onwards concern the last iteration of the solution.
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5.3.2. Adjoint Flow Field
5.3.2.A. Adjoint Velocity

In figure 5.3, the adjoint velocity magnitude at the car symmetry plane is shown.

Figure 5.3: Adjoint velocity magnitude at the modified car symmetry plane.

It is noted that most of the field is apparently very small on magnitude, however there are high
velocity areas at the front of the splitter, the tip of the spoiler and the tip of the diffuser.

In figures 5.4 to 5.7, the adjoint velocity magnitude distribution on the car body is shown. It is noted
that no boundary condition sets the adjoint velocity to zero on the vehicle body, as in the primal velocity.
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Figure 5.4: Adjoint velocity magnitude distribution on the modified car body, in front 3/4 high
elevation view. Results are presented on the right half of the car.
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Figure 5.5: Adjoint velocity magnitude distribution on the modified car body, in front 3/4 low
elevation view. Results are presented on the right half of the car.
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Figure 5.6: Adjoint velocity magnitude distribution on the modified car body, in rear 3/4 high
elevation view. Results are presented on the right half of the car.
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Figure 5.7: Adjoint velocity magnitude distribution on the modified car body, in rear 3/4 low
elevation view. Results are presented on the right half of the car.

The main areas where the adjoint velocity is higher is at the rear, the front and rear edges of the
underfloor and the wheels and wheel arches. The general impression given by the adjoint velocity is like the

primal velocity when the vehicle is moving on reverse.
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5.3.2.B. Adjoint Pressure

In figure 5.8, the adjoint pressure field on the car symmetry plane is shown.

Figure 5.8: Adjoint pressure field at the modified car symmetry plane.

The adjoint pressure field is vastly different from the primal one. The pressure is mostly uniform,
with the main differences located at the tip of the front splitter and at the tip of the rear spoiler.

In figures 5.9 to 5.12, the adjoint pressure distribution on the car body is shown.
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Figure 5.9: Adjoint pressure distribution on the modified car body, in front 3/4 high elevation
view. The results are presented on the right half of the car.
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Figure 5.10: Adjoint pressure distribution on the modified car body, in front 3/4 low elevation
view. The results are presented on the right half of the car.
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Figure 5.11: Adjoint pressure distribution on the modified car body, in rear 3/4 high elevation
view. The results are presented on the right half of the car.
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Figure 5.12: Adjoint pressure distribution on the modified car body, in rear 3/4 low elevation
view. The results are presented on the right half of the car.

The adjoint pressure distribution on the vehicle body reveals further adjoint pressure peaks on the
wheels and wheel arches. The rest of the distribution is again mostly uniform

5.3.2.C. Adjoint Variable v

In figure 5.13, the adjoint variable V field at the car symmetry plane is shown.

Figure 5.14: Adjoint variable V field at the modified car symmetry plane.

The field of the adjoint variable V is somewhat similar to this of the adjoint velocity z component,
with a mostly uniform field with the exception of the rear of the vehicle and an area in front of the vehicle
and close to the road.
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5.3.3. Sensitivity Map

The sensitivity map is shown in figures 5.15 to 5.18. It is noted that the sensitivity derivatives are not
computed on the wheels, since their geometry is fixed and a simplified smooth and closed wheel model
was used.
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Figure 5.15: The sensitivity map, as resulted from a single adjoint simulation, in front 3/4 high

elevation view. Blue colour indicates inwards displacement and red colour indicates outwards

displacement for improving the objective function. The results are presented on the right half
of the car.
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Figure 5.16: The sensitivity map, as resulted from a single adjoint simulation, in front 3/4 low

elevation view. Blue colour indicates inwards displacement and red colour indicates outwards

displacement for improving the objective function. The results are presented on the right half
of the car.
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Figure 5.17: The sensitivity map, as resulted from a single adjoint simulation, in rear 3/4 high
elevation view. Blue colour indicates inwards displacement red colour indicates outwards
displacement for improving the objective function. The results are presented on the right half
of the car.
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Figure 5.18: The sensitivity map, as resulted from a single adjoint simulation, in rear 3/4 low
elevation view. Blue colour indicates inwards displacement and red colour indicates outwards
displacement for improving the objective function. The results are presented on the right half
of the car.
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It is noted that, in order to increase the downforce, the sensitivity map suggests:

The elongation of the front splitter,
The elevation of the tip of the front splitter,

Pushing the area of the headlights and the top of the front windscreen inwards, since this is an
area where the velocity is accelerated, thus reducing the pressure and creating lift,

Modifying the profile of the rear diffuser,

The creation or larger spoilers at the rear of the car and on top of the rear windscreen,
Morphing the side mirrors into a more wing-like shape,

Pulling a large area of the front fenders and the front doors outwards,

Pushing parts of the A-pillar inwards,

Small alterations of the inside of the wheel arches.

Page 73 from 91



Page 74 from 91



6. Shape Optimization

6.1.Theoretical Background
6.1.1. Introduction - Free Form Deformation Method

The FFD Method uses a set of movable control points in the 3D computational domain, in the form
of a structured grid, in order to displace CFD mesh points located inside the control grid.

The method has been developed and coupled with the adjoint solver by the PCOpt Unit of the

NTUA.

In order for the method to function, the following two procedures must be successfully completed:

The parameterization of a part of the surface, or the whole of the surface of an aerodynamic
body by defining the control points in 3D space. The x, y and z components of the control
points are used as the design variables, meaning that for N control points there will be 3N
design variables.

The displacement of the surface and volume nodes of the CFD mesh in each optimization
iteration, according to the value of the sensitivity derivatives.

The method exhibits great potential since the cost of each mesh movement is extremely small,
when compared to the solution of the mean flow equations, the minimum degree of surface continuity can
be defined a-priori and the setup of each case is not cumbersome. The main advantages of the FFD
software under consideration include:

The relatively expensive part of the algorithm has to be done only once. Fine-grained
parallelization can be used to reduce as much as possible the corresponding time. The
computed parametric coordinates are then stored for use in the same (or any subsequent)

optimization loop.

Each mesh movement step can be computed very fast, through a closed-form expression,
which can also be differentiated analytically.

Local shape deformations can be applied by adding control points and lowering the basis
functions degree.

The minimum degree of surface continuity can be determined beforehand.

Since the displaced meshes are not affected by the number of steps required to achieve the
final geometries but only from the final coordinates of the control points, very big mesh
deformations can be achieved even in a single step.

Mesh elements are guaranteed not to overlap, as long as the control grid edges do not overlap
either.

The mesh quality is generally preserved to standards than allow the solution of the primal and,
the numerically stiffer, adjoint equations.
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6.1.2. B-Splines Curves
Let bj, i € [0, n] be the control points of a parameterized curve x(u). In the case of a B-splines curve,

x(u) is given by:
6.1. x(u) =2Ul.’p (u)b,

where:
* U, p(u) is the i-th basis function with a degree of p,
* uel0,1].
The Einstein’s convention is also assumed hereafter.
By defining additional control points, equation (6.7) can be used to give the y and z coordinates of a
2D and 3D curve, respectively.
The resulting x curve is a piecewise polynomial function, with each polynomial being of a maximum
degree of p. In order to define the basis function U; p(u), a set of knots in ascending order, known as the

knot vector, &, i € [0, m], m =n + p + 1, must first be defined. Knots may be present in the knot vector more
than once. The following knot vector £ is used:

6.2. E=| 0 -~ 0 N-1 1 - 1

1
| — N |

where N=n-p + 1.
This knot vector results to closed curves, i.e. curves that pass through the first and last control
points. The number of control points has to exceed the curve degree by at least one.

The knot span is defined by two consecutive knots. The zero order basis function is given by:

6.3 U (u)=] T S =uss

0 elsewhere

And the higher degree basis functions are given by:

u_g' §i+ a U
6.4. U, (u)=—=2U,  (u)+—=222— U, (u
l’p( ) §i+p_§i ”p]( ) §i+p+1_§i+p ]’p]( )

If, during the computation of the basis function values, the term 0/0 appears, its value is set to 0.

Each basis function and, consequently, each control point, is affecting only the curve points with a
parametric coordinate residing in the p+1 spans, as defined by [&, &i.p+1). This enables the alteration of a
certain part of the curve while keeping the rest of it intact. In other words, the B-splines have the property of
local support. The range of the locality can be controlled by altering the curve degree p. Smaller values of
the curve degree correspond to more localized support.

The continuity of the resultant curve can also be determined beforehand. The B-spline curves are
continuously differentiable in the interior of the knot span, since they are piecewise polynomial functions.
The curve continuity is finite only at the knots and is given by CP, where k is the knot multiplicity.
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6.1.3. Volumetric B-Splines

Let brik, me {1,2,3},ie]0,1],je]0,J], k € [0, K] be the Cartesian coordinates of the jjk-th control

points of the 3D structured control grid. /, J, K are the number of control points per control grid direction. In
the case of volumetric B-splines, the Cartesian coordinates x = [x1, x2, x3]” = [x, y, z]” of a CFD mesh point
residing within the boundaries defined by the control grid are given by:

6.5. xm(u,v,w)=U,.’pu (u)V, ., (V)W

Jj,pv k,pw

(w)by

where:

* U, V, W: The B-splines basis functions,

* pu, pv, pw: The B-splines basis functions’ respective degrees, which may differ per control grid
direction.

In this case, u = [u1, U2, us]” = [u, v, w]" are the mesh point parametric coordinates.

The computation of the Cartesian coordinates of any parameterized mesh point is straightforward,
at a negligible computational cost, as long as its parametric coordinates un are known. Mesh parametric
coordinatesare computed with accuracy, since a mapping from R3(x, y, z) = R3(u, v, w) is required.
Consequently, B-splines can reproduce any input geometry with machine accuracy. Other surface fittings,
Tsuch as NURBS, fail to achieve such accuracy, since an approximate mapping R3(x, y, z2) = R3(u, v, w) is
performed.

Given the control points position, the knot vectors and the basis functions degrees, the parametric

coordinates (u, v, w) of a point with Cartesian coordinates r = [x, yr, z]" are computed by solving the
following system of equations:

x(u,v,w)—xr

6.6. R(u,v,w)= y(u,v,w)—yr

0
0
0

z(u,v,w)-z,

where the xm are computed with equation (6.5) given tlevalues of b.

The 3x3 system of equation (6.6) is independently solved for each parameterized mesh point by
computing and inverting the Jacobian oxm/dui, m, j € {1, 2, 3}, and using the Newton—Raphson method.
The Jacobian matrix is computed analytically through a closed form expression resulting by differentiating
equation (6.V) with respect to the components of u. This phase may also run in parallel, since the evaluation
of the parametric coordinates of each point is independent from the rest of the mesh points.

In addition, the aforementioned process has to be executed only once. Afterwards, after moving the
control points b, the Cartesian coordinates of each internal of boundary mesh point that is located within
the control grid can be easily computed with (6.5) and with minimal computational costs.

Furthermore, since xm depends only on (u, v, w) (which remain unchanged whatever the change in
b) and b, the deformed meshes are step-independent. This means that, for a given final control points

position, the same mesh quality will be obtained independent of the number of steps taken to reach that
position. RBF-based or Laplacian-based mesh displacement algorithms, for instance, lack this ability.
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6.2. Optimization Procedure

The

aforementioned software has been coupled with the adjoint solver in the OpenFOAM

environment. This results in a well-defined iterated optimization procedure that can be executed within the
OpenFOAM environment.

6.7.

In list form, the following steps are executed by the optimization loop:*”

1.

N oo o &

10.

11.

Define the control grid to enclose the part of the geometry to be optimized. Increasing the
control points number and decreasing the basis functions degree lead to more localized (but
less smooth) geometry changes. A basis function degree p = 3 should be used,

Find which CFD mesh points reside within the boundaries of the control grid. These are the
points to be parameterized (i.e. parametric coordinates (u, v, w) should be computed for each
one of them in step 3) and displaced, following the control points displacement,

Compute the parametric coordinates u of the points found in step 2 by solving the system of
equation (6.VI) for each one of them. The computational cost of this step increases with the
number of control points and the number of the mesh points to be parameterized. Since each
system is independent from the rest, the process is amenable to parallelization,

Solve the flow equations,
Compute the objective function value and apply the termination criterion,
Solve the adjoint equations,

Compute the objective function gradient with respect to the boundary CFD mesh nodes to be
displaced, i.e. 6F/6xm (surface sensitivities),

Project the surface sensitivities to control points in order to compute the control points
sensitivities, using the following equation:

OF W= OF Ox/
5—bi=225x,{1 b,

Jj=l m=1

where Ny is the number of boundary mesh points to be displaced. Since the degree of the
surface continuity is determined by the properties of B-splines, no smoothing of the computed
sensitivities is required. The quantity &xim/6b; is computed analytically by differentiating the
linear equation (6.V) with respect to b;,

Update the control point positions. The boundary points of the control grid are kept fixed in
order to prevent an overlapping between the parameterized and non-parameterized (if any)
areas of the CFD mesh,

Compute the new surface and volume mesh points positions through equation (6.5), using the
already computed parametric coordinates u associated with each one of them,

Move to step 4.
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6.3.Areas To Be Optimized

The areas for optimization were chosen to be the front splitters and a part of the rear diffuser. An
array of control points for each of those areas was defined, enclosed by an orthogonal parallelepiped. For
the front splitter, an array of 11 x 18 x 7 movable control points was created, whereas for the rear diffuser
the array was 13 x 15 x 10.

In figure 6.1, the movable control points for the front splitter are shown.
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Figure 6.1: The movable control points for the front splitter. Some control points are located
inside the car geometry and they are not visible.

In figure 6.2, the movable control points for the rear diffuser are shown.

Figure 6.2: The movable control points for the rear diffuser. Some control points are located
inside the car geometry and they are not visible.
The control points have been placed in such a way that the modified geometry will still comply to
the regulations.
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6.4.Results
6.4.1. Downforce

The evolution of the downforce during the optimization cycle is presented in figure 6.3.
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Figure 6.3: The objective of downforce at each optimization cycle.

The objective does not perfectly stabilize, due to the fact that the primal solution presents a slight

oscillation in the value of the objective. After the third cycle, the results are oscillating lightly around a mean
value, which is considered as the final solution. It is noted that this oscillation is due to the slightly unsteady
nature of the flow.

In table 6.1, the results are shown in comparison to the original and initial geometries.

Table 6.1: Aerodynamic coefficients of the original models, the modified DrivAer and the
optimized DrivAer.

Coefficient

Original DrivAer
Modlified DrivAer

Optimized Geometry

Difference To Original (%) -10.41% -173.43%
Difference To Initial (%) 0.31% -85.16%

There is further significant downforce increase (-85%) with only marginal drag increase (0.31%).
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6.4.2. Optimized Geometry
6.4.2.A. Front Splitter

In figures 6.4 to 6.7, the optimized splitter geometry in comparison to the initial geometry is
presented.
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Figure 6.4: The optimized splitter geometry (right side) and the initial geometry (left side) in
front view. The colour map represents the magnitude of the displacement.
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Figure 6.5: The optimized splitter geometry (right side) and the initial geometry (left side) in
bottom view. The colour map represents the magnitude of the displacement.
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Figure 6.6: The optimized splitter geometry (right side) and the initial geometry (left side) in top
view. The colour map represents the magnitude of the displacement.

Figure 6.7: The optimized splitter geometry (right side) and the initial geometry (left side) in
side view. The colour map represents the magnitude of the displacement.

The displacement is relatively small, only a few millimetres. The main modification is the thickening
of the bottom side of the splitter.
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6.4.2.B. Rear Diffuser
In figures 6.8 to 6.10, the optimized splitter geometry, in comparison to the initial geometry, is

presented.
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Figure 6.8: The optimized diffuser geometry (right side) and the initial geometry (left side) in
rear view. The colour map represents the magnitude of the displacement.

m 2.0e-04

0.0001

B
<=,
o
0)
+
()
(&)
dx Magnitude

Figure 6.9: The optimized diffuser geometry (right side) and the initial geometry (left side) in
bottom view. The colour map represents the magnitude of the displacement.

Again, the displacement is very small, only less that a millimetre. The main modification is a slight
thickening of the diffuser walls at certain areas.
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/. Concluding Remarks

7.1.Summary & Conclusion

In this Diploma Thesis, an optimization method was adapted in the DrivAer passenger car model,
with the underfloor modified to the Le Mans Grand Tour Endurance racing specifications. The process is
presented step by step, along with the results at every point. The main aim of the optimization is the
increase of downforce, which is rarely a design specification in commercial passenger vehicles. The steps
of this optimization procedure were the following:

The creation of the modified underfloor. While this is a simple procedure, it set major setbacks
in the process. The CAD software used failed to meet CFD geometry precision demands and
special measures needed to be taken. The vehicle body geometry was not imported as a whole
in the mesh generation software, as planned, but in separate parts, as distributed originally by
its creators, along with an extra part which contained only the modifications. This procedure
lasted significantly longer that planned.

The generation of the computational mesh. After the final model was ready, the computational
mesh was generated. In every mesh generation, there is a compromise between the quality of
the results and the computational cost, since a much more detailed mesh yields more accurate
results, but with higher computational costs, and vice versa. The final unstructured mesh was
generated using primarily the snappyHexMesh tool in the OpenFOAM environment. During the
simulations, the mesh quality was determined as acceptable and no re-meshing procedures
were executed.

The solution of the primal problem. This is the solution of the Navier—Stokes equations and
the turbulence model, which was chosen to be the Spalart—Allmaras model. These equations
are solved and they yield the flow field around the vehicle. Using the flow field, the
aerodynamic forces acting upon the vehicle are computed. This step was completed both for
the modified DrivAer model and for the original one. The results were promising, since the
modifications had not only reversed the direction of the vehicle lift, producing downforce, but
had also reduced the vehicle overall drag. This step was completed in the OpenFOAM
environment using the SIMPLE algorithm.

The solution of the adjoint problem. The adjoint equations are formulated using the primal
equations and the objective function. The solution of the adjoint equations yield the adjoint
flow field. Using the adjoint flow field, the sensitivity derivatives of the objective function with
respect to the design variables are computed. The design variables in this step was the normal
to the vehicle surface displacement of each surface point. The mapping of this on the car
creates the sensitivity map, which indicates which areas have the greatest potential to improve
the objective function. It has chosen to alter certain areas of the modified underfloor only,
namely the front splitter and the rear diffuser. This step was also completed in the OpenFOAM
environment using the software developed by the PCOpt Unit of the NTUA.
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« The modification of the geometry using volumetric b-splines and optimization. In this step, the
geometry and the computational mesh is parameterized using volumetric b-splines. The design
variables now become Cartesian coordinates of the control points. As a result, in each
optimization cycle, the geometry is altered by moving the control points, as indicated by the
sensitivity derivatives computed by solving the adjoint field equations. The solution of the
adjoint field equations require the solution of the primal equations first. This step was again
completed in the OpenFOAM environment using software also developed by the PCOpt Unit of
the NTUA.

A special note has to be made at this point, concerning computational costs. In CPU time, the
following were generally observed:

About 6 hours of mesh generation,

About 360 hours for 20000 iterations of the primal problem,
About 150 hours for a solution to the adjoint problem,
About 1100 hours for the optimization.

It is noted that all the simulations were executed in parallel, in 36 cores of Intel Xeon E5-2630 v2
CPUs at 2.60GHz.

The adjoint problem reached far lower residuals quicker and smoother that the primal problem.
Also, in the optimization cycles, the primal and adjoint fields are not reset, so the simulation initializes form
already somewhat low residuals. The optimization also has the extra initial costs of computing the
parameterized geometry upon initialization of solely the first cycle.

The results presented a slightly modified geometry but with significantly enhanced aerodynamic
performance. The downforce was nearly doubled with negligible drag increases.

It is concluded that the optimization method with the b-splines based free form deformation can be
applied at a passenger car model with motorsport specifications and can yield results of great interest. The
aerodynamic performance if the vehicle is significantly improve, both in terms of downforce and in terms of
drag. The modifications are considerable when compared to the original geometry and negligible to the
naked eye when compared with the finial, not yet optimized geometry. However, it has to be noted that the
resultant geometry may not be road legal or convenient for everyday use. The aerodynamic performance

enhancement also comes with high computational costs, that should be taken into consideration for any
future work.

As a result, the LMGTE modifications offer significant downforce increase along with slight drag
decrease. The optimization with the FFD method using the volumetric b-splines offered further relatively
small downforce increase at a small cost of drag increase. These improvements are presented in table 7.1.
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Table 7.1: Aerodynamic coefficients of the original models, the modified DrivAer and the

Original DrivAer

optimized DrivAer.

Coefficient

Modlified DrivAer

Difference To Original

Optimized Geometry

Difference To Modified

7.2. Future Work

It is anticipated that future students may wish to enrich the research on the “LMGTE DrivAer”.
Some possible topics for consideration are listed below:

The creation of a curved splitter,

The creation of differently shaped rear diffuser, such as a purely rectangular or a curved one,
The creation of openings at the sidewall of the diffuser,

The insertion of fins in the diffuser and analyses concerning their number, size and shape,

The analysis of the diffuser while taking into consideration the effect created by the exhaust
pipes, at a single or at different exhaust positioning,

The introduction of a rear wing,
The simulation at a lower ride heigh, which is closer to the ride height of the LMGTE cars,
The optimization of different areas of the vehicle, such as the spoilers and the fenders,

The comparison of the results in this Diploma Thesis with a similar analysis, only with
modifications subject to later or earlier technical regulations,

Further modifications of the underfloor, so that it is fully road legal and more discreet, while
maintaining the aerodynamic performance as high as possible,

The optimization of the underfloor with packaging constrains of the regulations and the
underbody components, like driveshafts and exhaust pipes.
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EBvikO MeTtobBio MNMoAuTtexveio

2X0A) MnxavoAOywv Mnxavikwv
Topeac Pevotwv

Movada MNapdAnAng YPA & BeAtiotomoinong

AEDOOVLVAUIKOC 2XEOICOLIOC AVaALON &
BeAtiotortoinon Mopdnc Me Tn 2uCuyn
MeBodo AywvioTiKoU [atwpaToC AUTOKIVATOU

> £ [eplBarrov OpenFOAM
AMAWUATKY Epyacia

NIKOAOKOTIOLAOC AvaoTAOIOC

NPOMMOEYS
nVpPoro

?[3'

EruBAeniwv: Kabnynthc Kupldkog X. INavvakoyAou

Extevnc NepiAndn 2ta EAANVIKGO

1. Ewaywyn

2TOV pnxavokivnto abAntioud, eival embupnt n avénon g mpoéoduong Twv €AACTIKWVY HE TO
obootpwpa. Mia pébodog avénong eival n avénon Tng KABeTNG agpoduvapikng dovapng (oto €ERg evvoeital
pe dopd mpog To 0docTpwua). Ol pnxavikoi oxedlafouv TO apAiwua TOu OXAUATOG £TCL WOTE va
ETITUYXAVETAL PEYAAN KABeTn agpoduvapikry Suvaun Kal Katd tov duvatov PiKpr agpoduvayikr avtiotaon.
AUO e€apTrpaTa mou XpnaolpotiololvTal cuxva eival o eutipdg splitter kat o miow diaxvTng.

2KOTOC TNG €pyaciac €ival n PETATEOTI TOU TATWHATOC TOU HoviéAou oxAuatog DrivAer pe
TIPOCBNKN eumpog splitter kat miow Swaxvtn, kat n BeATIOTOMOINGCH TOUG PE XPHOoN TNG ouveXoUG culuyolqg
peBOOOoL Kal oyKopeTPIkWV b-splines. H petatpomnég €ywvav obpdwva pe Toug Kavoviopoug Le Mans Grand
Touring Endurance. H yéveon Tou AEYPATOG, N €TIALON TOU TIPWTEVOVTOCG Kal cLTUYOUG TIPOPBARUATOG KAl N
BeAtioTomoinaon €ywvav oAa oe repiBaiiov OpenFOAM. To povtélo Tipog BeAtioToroinon aneikovifetal oto
oxnua 1.1.

2xnpa 1.1: To HovTEAD MPOC BeATIOTONOINON O eUTTPOC 3/4 OYn (aploTepq) Kal o€ Tiow 3/4
oyn (6eéiaq).
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2. Téveon MNA€yparog

H yéveon mA€ypyatog €ylve pe xprion Twv epyaieiwv blockMesh, ywia tnv dnuwoupyia Ttou
UTTIOAOYIOTIKOU Xwpiou pe Sopnuévo TAEypa, Tou epyaleiov surfaceFeatureExtract, yia tnv avayvwplon
XAPAKTNPIOTIKWY KAUTIUVAWY OTNV YEWMETPIA Kal Tou gpyaleiov snappyHexMesh, yia tnv dnuioupyia tou
TEAIKOU LPBPISIKOU TIAEYPATOC Kal AeTToPEPEIWY. To TAEyua Onuloupyrndnke yopw amd 1o Sei nuIou Tou
oxnpatog, Adyw cuppeTpiag tTng yewpetpiag. Emiong, dnuiovpyrndnkav d00 TePLOXEG avénuevng avaiuong
TIAEYUATOG, pia POVO yla TN YEWHETPIA TOL OXNMUATOG KAl Hia yla Tn yewpeTpia Tou oxnuarog padi pe tov
OpOPPOUL Kal TiePLoX avénuévng avaiuong TiAnaciov Tou 6pdpou. To TEAIKO TTAEYHa €xel SlaoTdoelg 11 x 18 x
7 m kat aroteAeital ano 4.846.058 keAld. 210 oxrua 2.1 dpaivovral MEPLOXEG TOU TIAEYUATOC.
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2xnpa 2.1: Tunua tou UrToAOYIOTIKOU TTAEYLIQATOC. AlaKDIVOVTAl Ol TIEPIOXEC QUENLIEVNC
QvaAuonc yia To Oxnua (a) kai yia tov ouoppou (b) oe mAdyia oYn (Qplotepd) kai o eUEOC
Toun (6€éiq).

3. To lMNpwtevov MpéfANpa

To npwTtelov MpoPAnpa neplypddetal anod i Raynold Averaged eflowoelg Navier—Stokes kat To
HoVvTEAO TUPPNG, TIou €xel etihexBei To Spalart—Allmaras. Ou e§lowoelg mov TeplypddouV TNV AcLUTIEDTN
Kal xpovikd otabepn pon eival ol €€AG:

1. RP=_%=0
ox,
J
4 . . Ou;
2 L SR IR [ VRS TR |
ot dx; dx; 0x; dx; dx

Evw n Baoikn e€iowon Tou povtélou TOPPNC eival n:

J

v ov - C, 7\ 1l o L% v v
R=Zau2l_c (1-f\Sv+|lCc F-Zbr |2 -=| Z|(v+v)Z=|-c, Z22 =0
ot ax, ”1( f’z) ( e K’ ’2)(d) o|ox, [( )axj] " 9x, ox,

2TIC OPIAKECG oLVONKeg, opiotnke, PETAED AAAwv n TtaxLuTnTa e106dov. Emopévwg, BewpwvTtac wg
HAKOG avadopdq To PETAEOVIO TOU OXNMATOG, TO OToio €ival 2,786 m, TipokUTiTEL 0 apIBU6G Reynolds tng
pornq ioog pe 6,7x108.

To mpwtevov MPOPANUA EMMAUONKE KAl yld TO TIPWTOTUTIO OXNUA, AAAA Kal yla TO OXNMa HE TIG

agpoduvapikeg petatpotieg. O alyoplBuog emidvong Atav o SIMPLE Ta amoteAéopata Twv agpoSLVAUIKWV
Suvapewv kataypadovtal otov tivaka 3.1.
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[Mivakac 3.1: Or agpoduvauIKES SLVALIEIC OITWC MTPOEKLYAV ATTO TNV ETTIAUCT TOU
MOWTEVOVTOC MEOBANUATOC yIa TO TTPWTOTUTIO KAl IE TIC LUETATPOMEC DrivAer.

[Nowrtoturo DrivAer

LM GTE Metarporec

lvetal pavepd TWG oL PETATPOTIEG BEATIWVOUV GNPAVTIKA TNV Tipooduon, Kabwg To Oxnua mapdyel
A€oV apvnTikr dvwon). Emiong, pewvetat katd 10% n omoBéAkouoa.

Oplopéveg elkdveg amnod ta niedia pong ¢aivovral ota oxrpata 3.1 €wg 3.4.

2xnua 3.1: To nedio Tou PETPOL TNC TaxUTNTAC OTO ETTNMESO CULLIETPIAC YIA TO MOWTOTUTTO
OxnNua (QpIoTEPA) KAl yia TO OXNUA LE TIC UETATPOTTEC (SEEIQ).

2xnua 3.2: To nedio tn¢ rieonc oto eminedo CUULETPIAC yia TO MOWTOTUTTO OXNUA
(aploTEPQ) Kal yia TO OXNUA LE TIC UETATPOTIEC (OEEIQ).
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2xnua 3.3: To nedio 1nc¢ mieonc enavw oto OxnuUQ, o€ eUNPOC OYn (EMAvw aploTepd), rmiow
oYn (katw apiotepd), avw oYn (ermavw &) karoyn (katw Se€la). To mpwTOTUITO OXNUA
Boioketal ota Se€la TOL OXNUATOC.

2xnua 3.4: Ta nedia tnc petaBANTNIC v 010 EMiMedo CUULETIAC VIA TO MOWTOTUMTO OXNLUA
(aploTEPQ) KAl yIa TO OXNUA LE TIC UETATPOTECG (OEEIQY).

Mapatnpeital mwg o eumpog splitter eykAwPiCel Tnv oxedov akivntn Por oTo Avw TOU HEPOC EVW
ETUTPETIEL TNV KivNon TNG TAXEWG KIVOUUEVNG PONG OTO KATW Tou PEPOG. H diadopd mieong ou mpoKUTTTEL
kataAnyel otnv Snuioupyia KABetng Suvaung oto eumpodg pépog. Emiong, n katavouny Tng Tmieong oto
MATwHA eival ePIocOTEPO OUOIOPOPdN OTO OXNUA HE TIC PHETATPOTEG. YTIAPXOUV AKOUN HIKPEC SladopEeg
OTOV OPOPPOL TWV SUO OXNUATWV.

4. To Zvluyécg MpbéBANpa

To ouluyeg mpoPAnua meplypadetal anod Tig culuyeiq e€lowoelg pong, TiG oculuyeic e€loWOEIG TOL
povTtéAlou TUPPNG, Kat TNV culuyn e€icwon yld TIC YETATOTIIOEIG TOU TIAEYUATOG:

av,
4. R'=-—L=0
dx;
ou, oluy,) o9 9 v
5 va—v]——M 4. (v+v,)| —L+—|[=0
0x; dx,  dx; ox X, 0x;
. oluv v\ ov v ov 2C v 4 . Ou;
6.5 o %) @ [ 2oy LS 2 05, O g, S0 9, 20 s (- D), -0
ax; dx; 0)dx;| O0dx;0x; O 9Ix;\ Ox; v ax;\dx; dx,
82
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dx;

O mapdaywyol evaioBnaiag vroAoyiCovtal pe tnv peBodo E-SI wg e€na:
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To ouCuyeg TPOPANUA eTIALBNKE Pe AOYIOUIKO TIou €xel avarttuxBei otnv MIMYP&B tou EMI1 oto
Aoylopikd OpenFOAM. Tpokumtouv Tta cufuyr media pong yia To OxNua HPE TIGC PETATPOTIEG, TA Ofoia
daivovtal ota oxfuata 4.1 €wg 4.5.

2xnua 4.1: To petpo tn¢ ovluyolc TaxuTNTAC OTO ETTIMESO CULLETPIAC.
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2xnua 4.2: To etpo tn¢ ouluyolc TaxuTNTAC EMAVW OTO OXNUQ, O€ ELTTPOC 3/4 oyn
(apiotepq) Kkat rtiow 3.4 oyYn (5e&iq).

2xnua 4.3: To riedio tnc ouluyouc Tieonc oTo ETTMed0 CULLETPIAC.
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2xnua 4.4: To uetpo tn¢ ouluyolc TaxUTNTAC EMAVW OTO OXNUA, OE EUTTOOC 3/4 dYn
(apioTepq) Kkat riow 3.4 oyYn (5e&iq).
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2xnua 4.5: To redio tnc ouluyouc LETABANTIC V OTO eminedo CULLIETPIAC.

O xaptn gvalobnaiac ¢aivetal oto oxriua 4.6.
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2xnua 4.6: O xaptnc evaiobnolac, oc eurnpoc 3/4 avw oyn (emavw aploTePQ) kKal KATwW OYn
(ertavw Se€ld) kat riow 3/4 avw oYn (KAtw aplotepd) Kal KATw oYn (katw Se&la). To urie
xpwua onuaiver avénorn Tou OTOXOU LE UETATOTTION TPOC TA LEOA, EVW TO KOKKIVO LIE
UETATOTTION TOOC TA EEW.

A6 Tov Xdptn evaiobnoiag, TPOKUTMTEL TO CLUTIEPACUA TIWG N TEPAITEPW aALENoN TNG KABETNG
peiwong Ba emiteuxBei peow:

2elida 7 ano 10



e Tng eruunkKuvong Tou eumpog splitter,
*  Tnv avOypwong Ttou xeiloug pooPBoAng Tou eumpog splitter,

e Tnv petatdrion mpog Ta YETA TNG TIEPLOXNG OTO VYOG TWV EPTIPOC GWTIOTIKWY KAl TNG KOPUDNAG
TOU TOPUMPIC TIPOG Ta PEoA, KABWG QUTEG €ival TIEPIOXEC TIOU ETUTAXUVETAL O A€PAG Kal
HEWDVETAL N OTATIKN Tlieon, e anoTéAeopa va dnuloupyeital avwaon,

* Tng YeTATPOTIAG TOL Tliow dlaxvuTn,

e Tnv avfnon tou peyeboug Twv spoilers oto emdvw PEPOG TOUL €mMAvw TAPAblPoL Kal TNG
Kopudr g TNS BUPAC TWV ATTOCKELWV,

* Tnv Tpomomoinon Twv TMAAYIWY KABPETTWY, £TOL WOTE VA €X0LV OXNUaA TITEPLYAC,
*  Tnv PeTaTOMNIoONG YEPOULC TWV EUTIPOC PTEPWV Kal Bupwv TIPoC Ta EEw,
* Tnv petartodrnion tng KoAOvag A Tpog Ta Peaa,

*  Twv PIKpWV aAAaywV evtog Twv BOAWV TWV TPOXWV.

5. BeAtiotomnoinon Mopdng Me b-Splines

lNa tnv BeAtioTtomnoinon popdng pe b-splines, emAEXxBNKe va BeAtioTomnoinBei To oxrua Tou eumpPog
splitter kal Tou miow dlaxvTn. Katd ouvémela, opioTnkav Ta onpeia eAEyxou OTIC TIEPIOXEC AUTEG, OTIWG
¢aivetal oto oxnpa 5.1.

2xnua 5.1: Ta onueia eAeyxou oTov eurnpoc splitter (aplotepad) kat otov riow olaxotn (Se&id).
Ta onueia eAéyxou opioBnkav pe TPOTIOU TETOIO, WOTE KAl N BEATIOTOTIOINUEVN YEWUETPIA va
UTIAKOUEL OTOUG KAVOVIOUOUG.

Ev ocuvexeia, ekteAéobnke 0 ahyoplBuog BeATIOTOMOINONG, HE AOYIOUIKO TIOU €XElL €TTioNG avarttuxdei
otnv MIMYP&B tou EMI oto Aoyiopikd OpenFOAM. Ta amnoteAéopata tng BeAtiotomnoinong ¢gaivovral ota
oxnuata 5.2 kat 5.3.

2xnua 5.2: H BeAtiotortoinuevn uopdr) Tou eurtooc splitter oe eurmooc oyn (aplotepd),
Karoyn (ueon) kai nAayia oyYn (Se&iaq).
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2xnua 5.3: H BeAtiotortoinuevn popgn tou miow diaxutn o€ miow oyYn (aplotepd) kai
karoyn (6&éiq).

2Ttov Tmivaka 5.1 kataypddovrtal oL agpoduvaulkEG OLVAMELG, OMwG Tpoékuhav amod Tnv
BeAtioTomoinan.

[Nivakac 5.7: Or agpoduvauikol CUVTEAETTEC TOU TTPWTOTUITOU LIOVTEAOU, TOU LIOVTEAOU
UE TIC HETATPOTTEC KAl TOU BEATIOTOMOINUEVOU LIOVTEAOU.

2UVTEAEOQTNC
MovTtélo

AvTiotaoncg

['owtoturio DrivAer

Metarporiec LM GTE

BeAniotoroinuevo

Aladopd Ao To MpwTtoTturo (%) -10.41% -173.43%

Alapopd A6 To Apxiko (%) 0.31% -85.16%

6. Zuunepaopara

O npoobrkeg PeAtiwvouv TOAD Tnv agpoduvauiky anodoon. Emituyxavetrar peiwon 140% otnv
Avwon, dnAadn to oxnua napdyel apvntik avwor). NMapdAAnAQ, YEWWVETAL O CUVTEAECTNG QVTIOTAONG KATA
10%. Me tnv BeAtiotormnoinon, av§dvetal mepatepw N KABeTn SVvapn katd 85%, evw LTIAPXEL HIKPR avénon
NG avriotaong katd 0.3%.
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