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Abstract

This Diploma Thesis is in the area of Aerodynamic Shape Optimization under Un-
certainties, and, in particular, it explores the adequacy of Feedforward Fully Con-
nected Deep Neural Networks as surrogates of the high-fidelity, yet very expensive,
Computational Fluid Dynamics solver for the task of quantifying the effects of un-
certainty (Uncertainty Quantification, UQ). This is the key process in search for a
well performing design that is less sensitive to the presence of uncertainties (Robust
Design), instead of just the best-performing design point.

Uncertainties must be taken into account whenever optimization is carried out. For
example, in Mechanical Engineering, minor fluctuations in model parameters can
yield sub-optimal performances. In conjunction with the evolution of computing
systems, the use of methods that take uncertainties into account increases the reli-
ability of the outcome of an optimization process.

In most cases, UQ requires the computation of a stochastic model’s mean and vari-
ance. Here, UQ is carried out using Monte Carlo and Polynomial Chaos Expansion
coupled with the fluid solver or a surrogate model for two aerodynamic problems
involving transitional flows: an isolated airfoil and an isolated wing. The flows
are simulated with the in-house PUMA software of the Parallel CFD & Optimiza-
tion Unit solving the Reynolds-Averaged Navier-Stokes equations along with the
Spalart-Allmaras turbulence model, and the v — Rey transition model. Cases with
uncertainties related to coefficients that appear in the v — Rey transition model are
studied. The UQ methods, in general, require repetitive calls to the analysis code,
which renders them prohibitively expensive, especially, whenever CFD software is
involved. For this reason, the development of surrogate models aims to accelerate the
optimization process by greatly reducing the computational cost. On the other side,



surrogate models perform computations of lower fidelity than those obtained from
the expensive CFD tool. This trade-off is being investigated in the two aerodynamic
problems.

The DNNs’ hyperparameters are tuned manually and also, by using evolutionary
algorithms. Lastly, the involvement of two very promising techniques (Stacking
Ensemble and Feature Selection) is examined, aiming to check how the prediction
accuracy can further be improved as well as how surrogate models with fewer input
features perform compared to those used so far.
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ITepiandn

Avth n Amoyated Epyacta ulomoteitan otny neploy| tne Behtiotonolnong popgnc
OWUATWY UE AEPOBUVOUIXE xpLThta, AouBdvovtag unodn offefoudtnrec. Edwdtepa,
OLEPELVAL TNV ETEEHELN TGV TAREMS GUVOEBEUEVLY Bardlidy VELEWVIXWY BIXTUMY TEdcdlog
TPOPOBOTNONE WG UTOXATAC TATWY TOU UYNAAS IO TOTNTAG, 0AAL TOAD axpl30U, emAUTY
Troloyiotinr g Peuctoduvouixnig yio TV T0COTIXOTOMON TV ETUTTOOEWY TNG aSefond-
mrag (Hocotixonoinon ABefadtnrag). Auth etvan n Boowxr| Sladixacio otny avalitnon
NG PEATIOTNG agpoduVOUIXAC Hop®Tic Tou untopel v Yewpniel Arydtepo eualointn otny
eniSpaon ofeforothtov (Ltiopdc Lyedopdc 1 UQ). Avtl yio to onueio oyedioouod
UE TIC Xoh0TEPES EMBOOELS, 0 MTB0POC LYEOLUOUOC EMXEVIPOVETOL GTOV EVIOTIGUO
uag Aoong 1 ool eAarytoTonolel Tig avemOUNTES CUVETELES TV AfBelatoTATOY.

Ou ofeBoudtnteg mpénel va AauBdvovton unddn xdie popd mou mporyuotonole(ton BEATL-
otomoinon. I'a mopdderyua, otn Mnyavoroyia, WxEeS BLaXUUAVOELS OTIC TUPUUETEOUS
€VOC LOVTEAOL UTIOPOLY VoL ATOBMOOLY ETBOCELS Tou améyouv amd Tn BEATioTn. Xe
OLVBLOOUS PE TNV €EENMEN TWY UTOAOYIOTIXOY CUCTNUATWY, 1 Yeror uedodwy mou
howPdvouy unddn ofeBoundtnteg, auidvel TNV alOTO T TOU ATOTEAEGUATOS LG Ol
adxaciog Beitiotomoinone.

YTig TeplocdTepEC TeptnTroelg, N UQ amoutel Tov unoloyioud tou pecou dpou xa tng
OLoOUOVONG EVOG 6TOY Ao TIXOU poviehou. Edw, n UQ mpayuyatonoleltar ye ) yerion
Monte Carlo xow tng ped6d0u ToU AVATTOYUATOS TOAUGVUULXOU YEOUS GE GUVOUIGHO
e Tov emAluTn g Troloytotixrc Peuotoduvapixnc (CED) ¥ éva unoxoatdotato yov-
Tého Yot 800 0EEOBUVOULXE TEOBAAUATY TOU aPoEOLY UETOBUTIXEC POEC: Lol UEUOV-
OUEVT aepoToUY| xan Wia peLovwuévn ttepuya. Ou pogg TpOocOoUOWmVOVTUL UE TO OXElD



hoyouxd PUMA tne Movddag Tapdhining Pevotoduvauinrc & Bektiotonoinong
tou EMII, emhbovtag tic Reynolds-Averaged Navier-Stokes elioooeic pall pe to
Spalart-Allmaras povtélo toeBne xou To povtéro uetdfoone v — Reg. MeleTodvron
TePIMTOOoELG PE afefordTnTeg mou oyetilovion Ue cuvteleoTéG Tou eugaviCovtar 6To
HoVTELO UeTdBoong v — Reg. O uedodor UQ, yewxd, anowtolv enavaauBovoueveg
XAACELS OTOV XWOXA AVIALOTG, YEYOVOS TOU TIG xahoTd amoryOpeEUTING axpLBEC, el
Ouxd, 6tay epmiéxeton Aoylopwd CFD. Tt to Adyo auto, 1 avanTuén UTOXATAC TOTCY
HOVTEAWY amooxomel oTny emTdyuvor Tne oladxactiog Behtiotonolnong, HeEwwYVovTog
ONUOVTIXG TO UTOAOYLOTIXO %00TOC. Amd TNV GAAN TAEUEH, TO UTOXATACTOTA [LOV-
TEAO TEAYHATOTOLOUY UTOAOYLOUOUE YUUNAOTERNC TOTOTNTOG Ao EXEVOUS TTOU TTEarY-
potomotolvTon e to oxe3o epyolelo CED. Autéd to avtiotdduoua diepeuvdtar oTa
000 AEEOBLVAULXE TEOBAAUATL.

H pbduion tov uneprapopéteewy twv DNN toayuatonoteiton yewpoxivnta xodng entong,
xou pe TN yeron elehxtinmy ahyopliuwy. Télog, Bicpeuvdton 1 eumhoxt| 800 TOAD
unooyopevey TeEXVixGV (Stacking Ensemble xou Feature Selection), ue otéyo va ehe-
yOel e unopel vo Behtiwdel tepoutépw 1 axpifenr medPAedng, xodde xou anédoom
UTOXOTAC TUTWY HOVTEAWY UE MYOTERES UETABANTES ELGOOOU.
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Chapter 1

Fundamentals of Optimization

Under Uncertainties

As technology evolution continues its accelerating ascent and computers become
more and more powerful, there is an increasingly growing interest in how existing
real-world solutions can be optimized or improved. Moreover, due to this availability
of computational power, incorporating sources of uncertainty in optimization prob-
lems has also become feasible. The latter has led to establishing the well-known
Robust Design Optimization methods. The introductory chapter assesses the core
principles of optimization that lay the groundwork for this thesis, along with the
main obstacles and turnarounds that emerge when considering sources of uncer-
tainty.

1.1 Introduction to Optimization

The term ”optimization” is closely associated with the word ”"objective” and refers
to a process used across various fields and industries to track the best solution to a
specific problem. On the other hand, "improvement” refers to the process of finding
a solution that is simply better than the current one. Since both processes aim to
enhance outcomes, the latter also falls under the umbrella of optimization. More
precisely, optimization can be applied to any outcome influenced by N, the num-
ber of controlled causes, the so-called optimization or design variables (l; € RY).
Therefore, since every cause-and-effect relationship can be explicitly or approxi-
mately described by a mathematical formulation, the term ”objective function” is
introduced. This function effectively describes the correlation between a Quantity
of Interest (Qol) and some inputs in any problem. In terms of seeking the ”best
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solution”, the optimization process aims to find the global maximum or minimum
of the objective function. (The critical distinction with improvement is that the last
does not necessarily seek the global extrema; instead, the process concludes upon
reaching some local extremum). For example, in a car optimization problem, the
goal could be the minimization of the aerodynamic drag force, the minimization of
the total cost of the car, or the maximization in sales. These objectives can coex-
ist in the optimization process, leading to a problem of many objective functions.
This distinction leads to the two optimization subclasses: single and multi-objective
optimization (SOO and MOO) [1, 2].

Every optimization algorithm iterates until it converges. The process begins with
the initialization of the optimization variables. Then, the computation of the ob-
jective function takes place. Based on this information and the use of a selected
optimization method, adjustments are made to the design variables’ values for the
next iteration. This cycle repeats until there is no further improvement in the objec-
tive function, according to the user-defined termination criterion. Eventually, the
optimal design vector is known. It’s worth noting that the optimization process
becomes ”constrained” when there are limitations related to the problem at hand.
For example, limitations will possibly exist in the design variables’ search spaces.

1.2 Optimization Methods and Costs

In the preceding process, the total computational cost is strongly tied to the choice
of the optimization method. This choice is significant as it determines the cost for
each cycle, which is then multiplied by the total number of cycles needed. Therefore,
the choice of the optimization method directly impacts the overall computational
cost.

Optimization methods pertain to the adjustments of the design variables, utilizing
the objective function’s calculation. They can be stochastic (gradient-free), deter-
ministic (gradient-based) or a combination of the two.

Stochastic methods treat the objective function as a black box and use only its value.
Hence, the cost of every cycle is determined by the price of the objective function’s
calculation multiplied by the times it needs to be evaluated. They employ stochastic
searching techniques in the hunt for the best solution and can be applied to any
problem, even when the formulation of the objective function is not accessible. Due
to their inherent stochasticity, they don’t get trapped into local extrema, if the
search algorithm is free to run as much as needed. Their main disadvantage is that
they demand a considerable number of objective function evaluations to converge,
compared to deterministic optimization methods [1, 3]. A stochastic optimization
method example is the evolutionary algorithms, where the choice of the best design
vector occurs based on bio-inspired procedures that emulate natural selection. The
latter is the optimization method utilized in this thesis through the Evolutionary
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Algorithms SYstem - EASY software [4], developed by the PCOpt/NTUA.

On the other hand, deterministic methods aim at a faster convergence, thanks to
the gradient information, but this speed comes with a trade-off. There is a risk of
getting trapped in a local extremum. An example is the steepest descent method.

o . F(b
bnew — bold o naaé ) (11>

where F is the objective function and 7 is a user-defined tuning parameter, called
learning rate. The computation of the sensitivity derivatives, corresponds to part of
the cost in each optimization cycle.

Objective Update of the
Fuction desig_r} vector
Evaluation (Brew)

Figure 1.1: Conventional Optimization flowchart. First, the design variables are
initialized. Next, the objective function is computed by the primal solver as many times
as the selected optimization method indicates, and the values of the design variables
are updated. When the termination criteria is met, the process stops and the optimal
design vector is obtained. Figure adapted from [5].

Termination
Criterion

1.3 Optimization Under Uncertainties

Almost all real-world problems, such as shape optimization, are subjected to some
level of uncertainty. It can be related to stochastic perturbations that influence
the environment, the design parameters, or the evaluation of the system [6]. These
uncertainties involved in the optimization procedure can lead to results that deviate
significantly from the ”optimal” ones. For example, as stated in [6] “even if one
were able to map the model optimum to the true optimum, one might not be able to
build the true optimum either because of manufacturing uncertainties or because the
required precision during this manufacturing stage would be too costly”.

As a result, ”Optimization Under Uncertainties” or ”Robust Design Optimization”
is introduced. Within this thesis, the focus is on uncertainties related to the system’s
environment parameters. Thus, a classification between the system’s input variables
is conducted. As mentioned above, there are the N design variables (g € RV),
which are under the designer’s control. There are also the M environmental, robust,
or uncertain variables (¢ € RM), which affect the system’s environment and are
subjected to some degree of stochasticity. The environmental variables are out of
the designer’s control. So, the objective function takes the form F = F(b, ).



In cases uncertainties coincide with some of the design variables, they can be handled
as in the following example. In real-world manufacturing, achieving the ”optimal”
length b, of a mechanical component is often challenged by geometric tolerances,
which introduce inherent uncertainties into the design dimensions. If this source of
uncertainty is decided to be taken into account, the length will be expressed as b, +
Ab,.. The stochastic length’s perturbation will be processed as a new environmental
variable and will be added to the ¢ vector.

Following an RDO statistical approach [7], it must be highlighted that, in order to
model the uncertain variables, the user has to assume that each one of them follows
a known probability density function (PDF). In this Diploma Thesis, an approach
based on the well-known Design for Six Sigma (DFSS) was employed [8, 9]. While
this is not obligatory, all uncertain variables were assumed to be normally distributed
around their mean values within the interval [p; — 30y, 1; + 30;], (three sigma). The
latter inherits from the fact that when a stochastic quantity follows the normal
distribution, 99.73% of the time will fall inside a ”six sigma” interval around its
mean value.

The goal of RDO is to achieve a solution that is not only optimal but also remains
insensitive to variations in its input uncertain variables. In figure 7.4, the maximiza-
tion of a Qol named F is aimed. The difference between true optimal and robust
optimal solution can be observed.

A __ true optimal solution

robust optimal solution

F(Inputs)

variation variation

Inputs

Figure 1.2: True optimal vs robust optimal solution. If the design is conducted
for the true optimal, meaning the function’s global mazximum, slight uncertainties in
the input variables can lead to highly undesirable outcomes. Hence, identifying the
robust optimal means finding a valley-like region within the output space. In this case,
variations in the inputs result in negligible changes in the output value of F, making
the design far more reliable. Figure adapted from [10]



Aiming to find the robust optimal, a new objective function must be defined. Con-
sidering as Qol the F function of figure 7.4, the interest passes to the maximization
of the F’s mean value pp. Besides up, a second commonly added criterion is also the
minimization of F’s variance or standard deviation or. Thus, a common approach
that takes into account the trade-off between the mean and the standard deviation
is to optimize their weighted sum:

Fr =wopur +wiop

This new objective function is known as the Robustness Metric. The user-defined
weight values dictate the priority of the aforementioned quantities in the optimiza-
tion process.

During the optimization under uncertainties, for each candidate design vector g, the
F’s mean and variance must be computed. This process is referred to as Uncertainty
Quantification (UQ), and there are various UQ methods, stochastic and determin-
istic, that can be utilized for it. For example, a deterministic one is the Method
of Moments [11] which computes the pup and op by firstly computing the first and
second derivatives of F w.r.t the uncertain variables. The UQ methods assessed
in this Thesis, in the two aerodynamic cases, are the simplest yet most expensive
Monte Carlo (MC) method and the Polynomial Chaos Expansion (PCE). MC and
PCE are presented in chapter 4.

ity of
el @ Evaluation of Update of the n
Interest (F) |#r . Termination
Evaluation for (o7 Robustness | design vector Criteri
F Metric Fl (b riterion

UQ

Figure 1.3: Robust Design Optimization Flowchart. First, the design variables are
initialized. Next, depending on the chosen UQ method pur and op are being computed
and their weighted sum is obtained (Fr). The latter is the only difference between RDO
and conventional optimization. After UQ, the problem is the same as conventional
optimization, but instead of F, the chosen optimization method is dealing with Fg.
Thus, the design variables are updated, and the process continues until the termination
criterion is met. Figure adapted from [5].



1.4 Al Integration to CFD and UQ

Using Al to predict flows or flow quantities, the concept of surrogate modeling for
CFD has seen significant development over the recent years, offering substantial
computational savings and improvements in simulation time [12, 13].

Overall, these advancements signify a shift towards more data-driven approaches
in engineering simulations. Al enhances traditional methods by reducing computa-
tional overhead and enabling more frequent simulations without the associated high
costs. Chapter 2 delves into Al theory and presents Al algorithms used herein.

The term Time Unit (TU) which is often used in the Thesis is defined as follows:
one TU corresponds to the computational cost of simulating the flow solution, using
the high-fidelity CEF'D tool.

Regarding the use of Al in the present study, the key difference between a con-
ventional optimization and an RDO algorithm must be highlighted: in RDO, the
UQ must be carried out for each candidate solution, namely for each candidate de-
sign vector. All UQ methods require some, let’s say X, evaluations of the Qol to
compute u and o. The latter translates to X TUs only for the UQ. Thus, in Aerody-
namic Shape Optimization (ASO) problems, where uncertainties are considered, X
additional calls to the CFD for every candidate solution are needed. Therefore, for
performing optimization under uncertainties, the total optimization cost (the cost of
the same problem when optimized conventionally) is multiplied by X. Monte Carlo,

for example, usually requires more than 1000 samples. The latter makes the use of
MC, coupled with the CFD, prohibited for UQ in general ASO problems.

Except from developing more efficient UQ methods like PCE, a process far less
costly than the MC, this significant increase in computational cost has led to the
employment of surrogate Al models instead of the CFD, for UQ), as evaluation tools.
In general, these models are trained to predict the outputs of the CFD simulations.
They are of a much lower total cost, yet with the expense of reduced accuracy. The
CFD is used to produce a DB containing the system inputs and outputs, the so-
called Training Patterns (TP). The created DB is then used to train the AT model.
Considering the usage and training costs of the currently developed Al models as
negligible, the total cost of building the surrogate is predominantly determined by
the creation of the DB, which is far less than the cost of the CFD evaluations
needed for the optimization. Related research topics can be found in [14, 15, 16, 17]
where surrogate ML models such as Artificial Neural Networks (ANNs) were used
as CFD-surrogates, specifically for UQ.



1.5 Thesis Outline

The structure of this Diploma Thesis is presented:

Chapter 2: An introduction to the field of Artificial Intelligence (Al) with a
focus on function approximation. Fundamental Machine Learning (ML) algo-
rithms are presented, and a brief explanation of how they can be combined to
form ensemble models is provided. Significant emphasis is placed on the con-
cept of Artificial Neural Networks (ANNs) and Deep Neural Networks (DNNs)
along with how they can be tuned and trained for optimal performance.

Chapter 3: The equations solved by the Computational Fluid Dynamics
(CFD) code regarding the assessed aerodynamic problems. More precisely,

the mean flow equations, turbulence, and transition models are presented in
brief.

Chapter 4: The presentation of the UQ methods employed in this work,
mainly focused on the mathematics behind Non-Intrusive PCE (niPCE) cou-
pled with either Gauss Quadrature Integration or Regression, methods for the
computation of the PCE coefficients.

Chapter 5: The DNN surrogate models are investigated and employed for
the task of UQ in the case of NLF(1)-0416 isolated airfoil. Utilizing the same
testing Database (DB), a comparison between DNNs and Radial Basis Func-
tion Networks (RBFNs) is made. A combination of the two is also checked
through the stacking ensemble technique, aiming to improve the accuracy fur-
ther. Last, DNNs are trained using feature selection to retain only the most
relevant features as inputs, and their performance is discussed.

Chapter 6: The development of surrogate DNN models, primarily using
EASY for hyperparameter tuning, in order to perform UQ in the case of the
flow around the ONERA M6. In this case, different DNNs are directly em-
ployed for UQ, and their performance is checked using solely the UQ results.
Additionally, a brief study on the predicting abilities of DNNs, KNNs, and
SVRs is conducted.



Chapter 2

Artificial Intelligence

2.1 Introduction to Artificial Intelligence

The visible impact of Al in the day to day life provided much inspiration for this
thesis. Nowadays, large-scale and ”free-to-use” virtual assistants can browse the
internet and provide the user with specific information of any type, such as creating
pictures, programs, and even videos based on single prompts [18, 19, 20, 21, 22].
Medical Al tools can perform diagnostic imaging evaluations [23]. Personalized
recommendation systems capitalize on all types of preferences of every social media
user, based on the actions he takes every second he uses the corresponding platforms.
The applications above are a potential everyday interaction with Al for many people
in almost every country. Al tools are becoming increasingly versatile and integrated
to some degree in almost every industry. However, Al is a relatively hard term
to be explicitly defined. For example, what exactly is “Intelligence”? A simple
answer stated in [24] is that: “Intelligence is the ability to process information such
as we can use it to inform a future decision or action that we take”. Yet, Al can be
defined as systems that can perform tasks that require Human Intelligence. These
tasks include problem-solving, perception, learning, understanding natural language,
and the ability to move and manipulate objects. This thesis focuses on two well-
known subfields of AI: Machine Learning (ML) and Deep Learning (DL). In

particular, DL is also a subfield of ML. These categories are visualized in figure 2.1.



ARTIFICIAL INTELLIGENCE

A program that can sense, reason,
act, and adapt

MACHINE LEARNING

Algorithms whose performance improve
as they are exposed to more data over time

DEEP
LEARNING

Subset of machine learning in
which multilayered neural
networks learn from
vast amounts of data

Figure 2.1: AI subfields, ML and DL. Figure from [25]

2.2 Machine Learning

ML is the subfield of Al where algorithms can learn from data and, thus, improve
their performance. Going through the age of Big Data, it is clear why ML can be
very powerful. It is worth noting that once a model is trained, it can execute its
task numerous times with relatively low additional costs regarding computational
resources. There are three main learning categories.

e Supervised Learning is a process where the model is given some labeled
inputs i.e inputs with their corresponding outputs. It is similar to when a
child is under the supervision of a teacher. At the end of the training process,
the model can give correct answers to unseen data. There are two main tasks
underlying this form of learning. Classification is the first one, where the out-
put is one of a finite set of values, and the goal is to categorize the inputs
into classes. The second one is called regression, which refers to when a model
outputs numbers. In fact, in classification, there is always an underlying re-
gression taking place internally to calculate the probability of each sample to
belong to each class.

e Unsupervised Learning is the category where the model tries to identify un-
derlying patterns in unlabelled data received as inputs. In this one, no explicit
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feedback is provided to the model. The most common task of this category is
called clustering, which is about the definition of clusters that include inputs
similar to each other. In recommendation systems, e.g., clustering is used to
group customers based on the data they have provided to identify segments of
users with similar tastes or needs.

¢ Reinforcement Learning is inspired by learning methods based on reward
and punishment. It involves an agent who interacts with an environment,
takes actions, and is rewarded or punished at some point. Over time, the
agent aims to develop a policy that maximizes the cumulative reward. A
typical example of this category is when computers are trained to master a
video game autonomously.

Supervised Unsupervised
Learning Learning

Model training with labelled data Model training with unlabelled data Model take actions in the environment then
received state updates and feedbacks

Classification Regfession CIustérmg \

Machine
Learning \

Reinforcement
Learning
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Figure 2.2: Categories of ML. Figure from [26]

This study uses supervised learning algorithms to create models that predict a func-
tion’s outputs based on its corresponding inputs. A fundamental term must be
defined before delving deeper into the theory of supervised ML models that were
assessed.

A hyperparameter is a parameter whose value is set before the learning process
begins and controls the behavior and performance of an algorithm, model, or sys-
tem. Unlike model parameters, which are learned from the data during training,
hyperparameters are specified by the user and remain fixed during the learning pro-
cess. Most hyperparameters involved in this thesis are mentioned in the following
section.
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2.3 Supervised ML Models for Regression

First, the importance of DB management has to be highlighted. A common ap-
proach, mostly in deep learning, is to split the DB into training and validation data.
The training DB is used to train the model, and the predictions on the validation
DB indicate how well the model can generalize unseen data. A typical data-split
is 80% for training and 20% for validation. To achieve maximum generalization
capability, overcoming two issues during the learning phase is essential. The first
one, called underfitting, is when the model hasn’t extracted sufficient information
from the training DB to map the function of interest. In other words, a model that
underfits can be considered undertrained, and it is simpler to think that an under-
trained model will perform poorly on both training and unseen data. On the other
hand, there is the exact opposite and more tricky situation, known as overfitting.
In this scenario, the model is overtrained. Having learned the training DB almost
perfectly, a model that overfits has also learned complex random patterns present
in training DB that do not represent the mapping function of interest at all (noise).
Hence, the model that overfits will perform nearly perfectly on the training DB but
poorly on unseen data. Therefore, both situations lead to insufficient generaliza-
tion capability. The challenge is to find the golden mean where the model fits best.
Namely, it performs sufficiently on both training and unseen data. While overfitting
and underfitting are common issues of supervised ML algorithms, their handling
differs from algorithm to algorithm, as each model type has unique characteristics
and techniques that are most effective in mitigating them.

Owerfitting Right Fit Underfitting

Classification

Regression w \/
SR

Figure 2.3: OQuerfitting, right fit and underfitting. Figure adapted from [27]
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2.3.1 Linear Regression

Linear Regression (LR) is a fundamental supervised learning algorithm used to pre-
dict a continuous outcome. In order to map the relationship between the target
and the features, it fits a linear equation to the training data. The objective of LR
is to find the best-fitting line (in the case of a single input feature) or hyperplane
(for multiple input features) that minimizes the error between the predicted and
the actual values. The latter is commonly achieved using the ordinary least squares
method [28].

2.3.2 K-Nearest Neighbors

K-Nearest Neighbors (KNN) is a simple distance-based supervised learning algo-
rithm for classification and regression. It identifies the K closest data points (neigh-
bors) in the training dataset to a given input based on a specific distance metric
(commonly Euclidean distance). For regression tasks, the predictions are the av-
erages of the values of the K nearest neighbors. The only tuning parameter is the
value of K, which, as it increases, makes the model more prone to underfitting, while
decreasing K makes it prone to overfitting.
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Figure 2.4: KNN. Figure from [29]

2.3.3 Support Vector Regression

Support Vector Regression (SVR), is another supervised learning ML algorithm
utilized for regression tasks, and it is an extension of Support Vector Machines,
which are algorithms used for classification. Thus, its goal is to approximate the
relationship between the input features and a continuous target variable, and it does
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so by finding a hyperplane that best fits the data points. To do so, it minimizes
the prediction error while allowing a certain tolerance (epsilon margin) around the
hyperplane. This is achieved by mapping the input variables to a higher-dimensional
feature space and finding the hyperplane that minimizes the prediction error while
implicitly maximizing the number of data points inside the epsilon margin. Hence,
the training of SVR can be viewed as a double-objective optimization: balancing
model complexity and prediction error. The points inside the epsilon margin do
not contribute to the model’s prediction error. SVR has been widely used in CFD
applications such as [30, 31]

Regarding SVR’s hyperparameters, only three of them, thought to be the most im-
portant ones, are being explained. The first two: epsilon (g) and regularization
parameter (C) are the ones controlling the margin of tolerance. Epsilon (g) de-
termines the margin of tolerance, while C controls the trade-off between minimizing
prediction error and keeping the model simple to generalize better. The third one is
the kernel function choice. To manage non-linear relationships, SVR applies the
kernel function mapping the data into a higher-dimensional space and making linear
separation feasible. Commonly utilized kernel functions include linear, polynomial,
radial basis functions (RBF), and sigmoid.

X o(x)

Figure 2.5: SVR transforms non-linear data from the original input space (left) into
a higher-dimensional feature space (right) by applying a kernel function, enabling the
model to fit a linear hyperplane within the epsilon margin that captures the underlying
data structure. The slack variable &; represents the prediction error for each data point
that falls outside the epsilon margin. Figure from [32]
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2.3.4 Deep Neural Networks

Artificial Neural Networks (ANNs) are computing systems designed to mimic the
human brain’s function and are considered a part of the wider field of machine
learning. They are precisely on the dividing line between ML and DL. This is
because, in simple terms, Deep Neural Networks (DNNs) are bigger ANNs. They
can perform classification and regression but, as mentioned above, this study focuses
solely on regression.

The fundamental building block of Deep Learning and Neural Networks is a simple
processing unit called perceptron or neuron. Its analogy in the real world is a
biological neuron in the human brain. The biological neuron is constructed by three
main parts: the Dendrites responsible for receiving information from other neurons;
the Soma, which processes this information and produces an output; and the axon,
which transmits the output toward other neurons. The biological-artificial neuron
analogy is illustrated in figure 2.6. Just like in the brain where billions of these small
processing units are interacting and working together, the concept of ANNs is more
or less the same. Neurons, that are stacked in layers communicate and exchange
information in non-linear ways.

Axon

Dendrites

Cell body Terminals

Outpur

Activation
Function

Weighted
Sum

Figure 2.6: Artificial Neuron: Forward Propagation. Figure from [33]

Regarding the artificial neuron, the input vector x € R" is first multiplied by a
weight vector w € R". The latter, contains learnable parameters, the weights,
which the network adjusts accordingly to the problem at hand during the training
process. In particular, each connection has a corresponding weight parameter the
value of which, after the training has ended, represents the strength of the con-
nection. Next, the yielding product ) x;w; is added to the bias b € R, the last
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learnable parameter of each perceptron. Finally, the resulting linear combination
> xyw; + b is passed through the so-called activation function (f), whose role is
to introduce nonlinearity into the network. Each neuron’s output (y) is a scalar
and reads:

y=fO_ zw;+b) (2.1)

For the k-est neuron of a particular layer eq. 2.1 reads:

Yr = f(z TiWk; + by, (2.2)

In figure 2.7, one can see artificial neurons stacked in layers and their interaction.
The type of network illustrated is known as feedforward fully connected neural
network. Note that each layer consists of neurons that do not communicate. In this
type of network, each neuron of a hidden layer is connected to all neurons of the
previous layer as well as with the ones of the subsequent layer. This way, information
taken as input is propagated forward towards the exit of the network (output layer).
Conventionally, every layer besides the input and the output layers is known as
hidden layer. The distinction between simple (swallow) ANNs and DNNs is often
vague and related to the number of hidden layers. In this work, models with more
than one hidden layer are considered as DNNs, while the ones with one hidden layer
as swallow ANNs. Last, the number of nodes in the input and output layers is
equivalent to the mapping function’s input and output features (dimensions).

Feedforward

Hidden layers

Neuron -

Backpropagation
Figure 2.7: Feedforward fully connected DNN[34]

A neural network, with a sufficient number of neurons and appropriate activation
functions, can approximate any function [35]. The most important user-defined
parameters (hyperparameters) are presented along with brief explanations in the
following lines.
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Hyperparameters

Model Architecture Hyperparameters

1. Number of layers: Defines the depth of the network. Additionally, in the
context of the aforementioned type of ANN, all fully connected hidden layers
are known as dense layers. (In deep learning, there are numerous hidden layer
types such as convolutional, pooling, and dropout, among others.)

2. Number of neurons per layer: Defines the number of neurons in each
hidden layer. As this number increases, the model parameters increase too
and the neural network becomes capable to map more complex functions.

3. Activation functions: They introduce nonlinearity into the model. Only
hidden and output layer neurons possess activation functions. The input layer
neurons do not, as they are just responsible for receiving the input features.
There are several types of activation functions, some of them presented in
figure 2.8.

3.0 4 —— Sigmoid
—— Tanh
259 — RelU
GELU

2.0 4
1.5+
1.0 A

0.5 1
0.0

—0.5 1 J

—1.0 1

Figure 2.8: Four common activation functions. Figure from [36]

e Sigmoid:
1
= 2.
o) = T (23)
e Tanh:
tanh(z) = e (2.4)
et te®
e ReLU:
ReLU(x) = max(0, z) (2.5)



¢ GELU:
GELU(z) = 2 - B(z) = 2 - % (1 4 orf (%)) (2.6)

where ®(z) denotes the cumulative distribution function of the Gaussian
distribution and erf the error function.

4. Initialization Methods: Methods to initialize the weights and biases of the
network before the training process. The Xavier initialization method [37] was
utilized in this thesis as this is the default in the Tensorflow library.

Training Hyperparameters

When the training of a neural network begins, after the network is initialized,
it is provided some input data and produces some outputs that are commonly
very far from the target outputs. Thus, an error metric representing the model
can be calculated, knowing the target outputs and the model’s predictions.
The learning phase is a gradient-based optimization problem in which the ob-
jective function (to be minimized) is the model’s error. At the same time, the
design variables are all the weights and biases (a.k.a, all learnable parameters).
In every optimization cycle, the model produces a new error value. Next, the
gradients of the objective function concerning the design variables (weights and
biases) are calculated through a process named Back Error Propagation or
just Backpropagation (presented in appendix A.2). Last, an optimization
algorithm exploits the calculated gradients and iteratively updates the design
variables, minimizing the model’s error solely regarding the training DB. In
the following lines, the most crucial training hyperparameters are presented.

5. Loss Function: Namely, the training’s objective function, also known as
cost function is the average of the errors of each output neuron. Assuming
y; the target values and y, the model’s predictions, the loss function can be
thought of as L(y:,y,) and provides an understanding of the distance between
the predictions and target outputs. It can be one out of many well-known mean
error metrics, yet in this thesis two loss functions, commonly used for regression
tasks, were employed: Mean Absolute Error (MAE) and Mean Squared Error
(MSE). The last two, along with a third error metric, the Mean Absolute
Percentage Error (MAPE), which was only used as a final quality metric for
trained models later on, are presented.

e Mean Absolute Error (MAE):

N
1
MAE = 53l = o 27)
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10.

e Mean Squared Error (MSE):
T
— 2
MSE = — ;(yﬁ — Upi) (2.8)
e Mean Absolute Percentage Error (MAPE):

N
1 Yti — Ypi

MAPE = — - 2.9
P e (2.9)

where N is the number of outputs.

Learning Rate: The learning rate, denoted as 1, is the user-defined pa-
rameter illustrated in eq. 1.1. A relatively small n typically leads to slower
but smoother convergence, yet with the risk of becoming trapped in a local
extremum. Conversely, a larger n enables quicker progress by taking larger
steps towards the optimal, reducing the risk of getting stuck in local extrema.
However, as 7 increases, there is a trade-off: beyond a certain point, the opti-
mization may fail to converge at all, due to the excessively large steps, causing
the algorithm to overshoot the optimal point.

Optimizer: An algorithm responsible for the design variable updates during
training must be selected. There are numerous optimizers [38]. In this work,
Adaptive Moment Estimation (Adam) was utilized. Adam was created by the
combination of two older optimizers (Momentum and RMSprop). Given an
initial learning rate value, Adam can adjust its learning rate during optimiza-
tion.

Validation Split: This is a value between 0 and 1 which determines what
percentages of the available data will be used for training and validation.

Number of Epochs: An epoch refers to one complete pass of the entire train-
ing dataset through the model. The number of epochs indicates how many
times the model has processed all the data, and it is used as a termination cri-
terion for training. Setting the number of epochs is crucial because it impacts
the yielding model. If the number of epochs is too low, the trained model
might not have captured the key patterns in the data, leading to underfitting.
On the other hand, if the number is too high, the model will probably learn
the noise in the training data, resulting in overfitting and poor generalization
capability.

Batch Size: This hyperparameter represents the number of samples used
before each update of the model parameters and can influence whether the
optimization algorithm behaves more stochastically or deterministically as the
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batch size decreases or increases, respectively. In this work, most models
appeared insensitive to changes in batch size, likely due to the small size of
the training dataset. As a result, the batch size was always set equal to the
size of the training DB.

2.3.5 Learning Curves and Model Checkpoint

The average error computed from predictions on the training DB is known as train
loss. Additionally, validation data is used to evaluate the model’s performance on
unseen data during training, providing a new metric known as validation loss,
which indicates the model’s generalization capability. Validation loss is inspected
by the user during the training process, usually providing essential information on
whether the training must end. The latter is more straightforward to understand by
assessing the learning curves (figure 2.9). These line plots are simply the evolution
of train and validation losses as the number of epochs increases. One may easily see
that initially, both curves drop together. At some point, if the number of epochs
is large enough, the validation loss starts to increase, indicating a generalization
capability that gets worse after each epoch. The latter is a sign that the model
has begun overfitting, and the general rule is that the best-fit model is obtained
right before the validation loss starts increasing. Hence, it is assumed that the user
should obtain the model created on the epoch with the lowest validation loss. This
can be done by stopping the training at that particular epoch, being left with the
desired model, or, more conveniently, by using the Model Checkpoint Callback to do
something equivalent automatically. Model Checkpoint is a Python tool, configured
before the training begins, to monitor the training process, and to save models with
the desired characteristics. For example, the Model Checkpoint was used throughout
this work to save the model with the lowest validation loss that appeared during
training.
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Figure 2.9: Learning curves. As train and validation losses evolve during training,
underfitting and overfitting regions are evident, and one should obtain a model as close
to the best-fit line as possible. Figure adapted from [27]

Finally, it must be noted that many ML algorithms especially DNNs must be pro-
vided with non-dimensionalized data. The two most known non-dimensionalization
techniques are presented in appendix A.1.2.

2.4 Ensemble Learning

Ensemble learning combines two or more individual learners aiming to improve pre-
dicting performance. The most widely used techniques are Bagging, Boosting, and
Stacking. While Bagging and Boosting are homogenous ensembles, meaning all com-
bined models must be of the same type, with Stacking, this is not the case. Stacking
is a heterogeneous ensemble method, making it possible to combine completely dif-
ferent base learners.

e Bagging or Bootstrap Aggregating is an ensemble method that combines
a model’s multiple instances, trained, in parallel, on different subsets of the
training data through bootstrapping (randomly selecting data and allowing
for duplicates). The base learners’ prediction is combined by averaging (for
regression) or voting (for classification).

e Boosting is a sequential ensemble technique where each model is trained to
correct the predictions of the previous one.

e Stacking or Stacked Generalization is the ensemble method employed in
this work to combine two models of different types. Instead of simply av-
eraging or voting, stacking involves training a meta-learner who receives the
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predictions of the base learners as inputs and is responsible for best combining
them to make the final prediction. Stacking flowchart is illustrated in figure
2.10.

Input (X)

Model 1 Model 2 Model 3 Base Models

Model Meta-Model

A

Qutput
(Y)

Figure 2.10: Stacking ensemble method. Multiple models of different types provide
their predictions as training data to the meta-learner, which is responsible for gener-
ating the final predictions. Figure adapted from [39].
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Chapter 3

The CFD Solver

3.1 Mean Flow Equations

The CFD tool utilized in this work is the GPU-accelerated code PUMA, developed
by PcOpt/NTUA [40]. It solves the Reynolds Averaged Navier-Stokes (RANS)

equations for steady flows of compressible fluids. The mean-flow equations are:

aUn a inv a vis
+ f k nk

n

or = Oxp Oy

=0 (3.1)

and 3.1 is solved for the conservative flow variables U = [p pv; pva pvs pE]L,
where o stands for the fluid’s density, vy are the Cartesian velocity components, E
the total energy per unit mass and p the pressure. 7t is the pseudo-time step and
z; the Cartesian coordinates. f%V and f¥i are the inviscid and the viscous fluxes,
respectively. The term fY¥ involves the stresses which are given by the following
formula:

ovy, % 2 8@6) (3.2)

i = (f1 4 1) (%* rr 3%

where y and i, represent the dynamic and turbulent viscosity. d,, is the Kronecker
delta.
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3.2 Turbulence Model

The turbulence is modeled using the one equation Spalart-Allmaras model. It solves
the equation 3.3 presented swiftly for the sake of completeness. For more information
about the equation terms, one must see [41].

d(pv) N d(prvy,) 0 ov ov v

B ,0(V+V) (%k +Cb28$k 8xk

—P,+D;=0 3.3

It is solved by computing the 7, which is then used to obtain the turbulent viscosity
4 using

e = pU for (3.4)

where the term f,; can also be found in [41].

3.3 Transition Model

The transition point, where the laminar flow becomes turbulent and vice-versa, is
critical in ASO. The model used to simulate this phenomenon is the v — Rey transi-
tional model [42], which solves the following two equations: the one of intermittency
v, and the one of the transition momentum thickness Reynolds number Rey.

dpy)  Olpuy) O e\ O B
87' + 6$k 8a:k H + O’f ain PW + D7 - O (35)
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where the production and destruction terms are the following:
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Poi=pt (Re(,‘j - Regt) (1— Fy) (3.9)

Dscr = C@,t%Ccrossﬂow min (RGSCF — Reg, 0) Fo (3.10)

hrms
Rescr = —35.0881n ( ; ) +319.51 + f(DHepy) — f(DHep-) (3.11)
t

The model closure constants are c,; = 2, cq2 = 0.06, c.1 = 1, c.o = 50, ¢y = 0.03,
Cerossfiow = 0.6, 09y = 2, oy = 1. The y field, after being computed, is being
used inside the Spalart-Allmaras model equation, and, in particular, by affecting
the production term P, as shown in

P, = ypcy SD. (3.12)

3.4 The flow solver - PUMA

In this Diploma Thesis, the flow field around an airfoil and a wing is simulated, as
stated above, using the compressible, GPU-accelerated flow solver PUMA. First the
eqs. 3.1 3.3 3.5 and 3.6 are discretized using the finite volume method, and then,
the discretized equations are solved using a pseudo-time marching algorithm, specif-
ically a multi-stage Runge-Kutta. The computations are performed on unstructured
meshes that consist of elements such as tetrahedra, pyramids, prisms, and hexahe-
dra. The integration is carried out over vertex-centered finite volumes. Figure 3.1 is
a flowchart respresenting the order that PUMA solves the primal equations on each
iteration.

Turbulence Model Transition Model

Figure 3.1: Solution of the Primal equations in every iteration. The 5 Mean Flow
equations are solved producing 5 flow quantities. Next, after Spallart-Allmaras is solved
for pv, the new value for p; is obtrained. Last, the two equations of v — Reg are solved
for py and pReg.
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Chapter 4

UQ Methods

4.1 Introduction to UQ

UQ is a field that utilizes math, statistics, and probability theory to estimate, propa-
gate, and limit uncertainty in system representations, a.k.a. models [43]. Mathemat-
ical models in engineering, healthcare, economics, and many other fields provide the
fundamental information that leads to decision-making [44]. The latter highlights
the importance and need for model reliability and, e.g., in ASO, solution robustness
[45]. Uncertainty can be divided into two types: aleatoric and epistemic. The
word "aleator” in Latin refers to someone who rolls the dice, and thus, aleatoric
uncertainty is related to the inherently random nature of the system under study.
The word "émotAun” from Greek means knowledge. Hence, epistemic uncertainty is
associated with a lack of knowledge. Aleatoric uncertainty is a type of uncertainty
that cannot be minimized but can be recognized and measured. By contrast, epis-
temic uncertainty can be reduced by improving the data or the information about
the system [46]. UQ, while the heart of RDO, usually increases the computational
cost by orders of magnitude, especially when the optimization is to be carried out
with evolutionary algorithms. This thesis strives to develop surrogate models to
be used as low-cost evaluation tools in quantifying the end-to-end propagation of
uncertainty (UQ) within an objective function F (the output of the CFD model).
To do so, it is necessary to quantify the model’s output fluctuations, as noted in
chapter 1, usually computing their first two statistical moments: the mean (u) and
the variance (02). The two methods employed for the task of UQ are described in
the following.
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4.2 Monte Carlo Simulation

The Monte Carlo method is a computational technique used to estimate an uncer-
tain event’s possible outcomes or approximate solutions to mathematical problems
that include random variables. It’s named after the famous gambling location in
Monaco and was invented in the late 1940s by Stanislaw Ulam while he was work-
ing on nuclear weapon projects at the Los Alamos National Laboratory [47, 48].
First, the predictive model is defined along with its inputs and outputs. Next, the
user has to model the uncertain input variables, each with a probability distribution
that describes it better. Additionally, random sampling is applied to the input vari-
able space, and random samples of every uncertain variable w.r.t. its corresponding
probability distribution are obtained. Finally, the model evaluates the samples, to
compute the outputs for each sample; upon these, statistical conclusions can be
drawn. Due to the law of large numbers, it is evident that the bigger the sample
size, the more accurate the results of the Monte Carlo. However, the large number
of model evaluations demands a lot of computational power and often makes the
method prohibitively expensive. The problems studied in this thesis, in which com-
putationally expensive CFD codes hold the role of the high-fidelity model, fall under
the last category, and so the MC method is mainly used with surrogate models.
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Figure 4.1: Monte Carlo Simulation example. Early stage of the simulation (left),
final stage of the simulation (right). The goal is to calculate the value of . The
square’s side length is 1 for simplicity. The area of the quarter circle is 5 = 7 - 12
Points are uniformly distributed within the square, and the model checks if each point
falls inside the quarter circle. Let r be the number of points inside the quarter circle
and n be the total number of points. The fraction - approximates the actual area ratio

™

4 as n increases. Figure adapted from [{9]

In this work, the use of MC for UQ), assuming a problem of M uncertain variables,
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goes as follows. Initially, a number of random vectors (N) must be drawn from
their joint distribution D; ® --- ® Dys. To do so, N random numbers are sampled
from each distribution D;, leading to the creation of the following uncertain sample
vectors:

- :I; :I:M )
7@ = (@ 22),
f<N>:<ng> xyp)

Subsequently, some model, e.g., the RANS solver, has to compute their correspond-
ing responses (Qols): . .
gD =F@EYYy | jel,... N

Hence, a DB is created upon which the well-known statistical formulas discussed in
A.1.1 are assessed to obtain the mean and standard deviation of each Qol.

4.3 Non-Intrusive Polynomial Chaos Expansion

PCE originates from Norbert Wiener’s publication ” The Homogeneous Chaos” [50]
in 1938. It is about the orthogonal decomposition of a random variable into a suit-
able series, aiming to determine analytically the statistical moments of the truncated
expansion. The maximum degree of the expansion is known as ”chaos order”. PCE
is divided into two categories: the intrusive (iPCE) and the non-intrusive (niPCE).
Their names are related to whether the user needs to modify the primal solver or not.
The iPCE generally performs better in terms of cost, yet its use is more complex,
and one must have access to the source code. This thesis focuses only on niPCE; in
particular, two variants of the latter are utilized for UQ. In the niPCE, the objective
function (Qol) is handled as a "black box” and expanded as a linear combination of a
family of orthogonal polynomials. At first, PCE could only work with random vari-
ables that followed the Gaussian distribution, employing the Hermite polynomials,
but nowadays, it can be applied to uncertain variables of any distribution. This gen-
eralization of PCE states that for each Probability Density Function (PDF) used to
model the uncertain variables, there is a specific corresponding family of orthogonal
polynomials appropriate for expanding the Qol. However, throughout the present
work, they are all assumed to be normally distributed by assessing the Three Sigma
rule for modeling the uncertain variables. The two niPCE variants (that are being
explained later on in the present chapter) are related to the mathematical approach
of some calculations required by the method and are known as Gauss Quadrature
niPCE (gPCE) and Regression assisted niPCE (rPCE).
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Considering a problem with only one uncertain variable x € R which follows a PDF
defined as w(x) and P = {po(z),p1(x),...,pr(z),...} a family of polynomials p;,
with ¢ being the maximum rank of each polynomial and k the chaos order. In accor-
dance with the PC theory, F(x) can be approximated by a different function f(z)
with the same stochastic input z, defined as a linear combination of the polynomials
belonging in P:

F(z) = f(z) = Z a;pi() (4.1)

where a; € R and f : R — Y C R. As things stand, the cut-off point of the
expansion or chaos order (k) must be selected. It’s obvious that k represents the
accuracy level of the truncated expansion, and a bigger k corresponds to better
accuracy yet with increased computational cost.

The n-th statistical moment of the set Y can be computed as:

o) = [ (e = | (Zaipm) w(e)da

= (y") :/L; (Z auPn(@) (Z az‘npin@)) w(z) dx

11=0 in=0

k k
S =3 Y [ g @l (@2

Due to its polynomial nature, the integral in eq. 4.2 can be solved analytically.
Thus, any statistical moment of the function F' can be computed. Moreover, the
equation becomes even simpler by making P a family of orthogonal polynomials.

4.3.1 Orthogonal Polynomials
As mentioned above, the most important realization is that for every PDF, w(x),
there is a corresponding family P of orthogonal polynomials. This type of polyno-

mials is characterized by the property that their inner product (Galerkin projection)
w.r.t w(x) reads:

(i(@), 93 (2)) = /D pi(0)p; () (z) dx = (pi(x), pi(2))ud (4.3)

where 07 is the Kronecker delta:
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For i = j, eq.4.3 becomes:

(pi(@), p;(2))w = /DPZ-Q(I)W(JI) dz = ||pills, = v (4.4)

In this case, the Galerkin projection is equal to the w-norm, and the normalization
metric /7; of the p; polynomial is defined. The ,/7; is named after the fact that it’s
utilized to normalize the polynomials by creating the following condition.

When ||p;||2 = 1, then, the orthogonal polynomials are also normalized and so, are
now called ”orthonormal”.

It is highlighted once more that each stochastic distribution corresponds to a specific
family of orthogonal polynomials in a particular domain and with a specific PDF,
w(x). The most common ones are in table 4.1.

Distribution Probability Orthogonal Support Range
Density Polynomials
Normal #e‘xm Hermite H,(z) [—00, +00]
Uniform : Legendre P, (x) [—1,+1]
—x)* z)P8 . a,

Beta 2a+(/13+1j)3(511:1}3+1) Jacobi P{™? (x) [—1,+1]
Exponential e " Laguerre L,(z) [0, +00)

Gamma % Generalized  La- | [0, +00)

guerre L (x)

Table 4.1: Distributions, their densities, orthogonal polynomials, and support ranges.

The last useful feature is that all of the aforementioned polynomial families P share
the following characteristic: their first polynomial of zero degree is always

po(z) =1 (4.5)

In the case of normally distributed random variables, the Hermite polynomials are
utilized, and this scenario is illustrated for a 1D Hermite polynomial. The weight
function (PDF) of a single random variable that follows the Gaussian distribution
is given by:
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N(p,0) :w(x) = . 127Teé(ff

(4.6)

where y and o are the variable’s mean and standard deviation, respectively. The
”probabilistic” Hermite polynomials [5] are presented:

H()(l') = 1,
Hy(z) ==,
Hy(z) = 2* — 1,
Hs(z) = 2* — 3z,
Hy(z) = 2* — 622 + 3,
Hs(z) = 2° — 102° + 15z,
The recurrence relation is given by:
Hi1(z) = xHiy(x) — kHy—1 () (4.7)
Their w-norm is:
[ H % = e = (Hio(), Hio(2))w = / H (z)w(z) dz = k! (4.8)

Finally, this scenario can also be further simplified by dividing every polynomial with
the appropriate normality metric, obtaining the orthonormal Hermite polynomials:

-~ _ Hp(x)  Hi(x)
Ho) = g, = Vi

= | Hyx)|)?=v%=1 Vk=0,1,2,... (4.9)

4.3.2 Mean and Variance

Although this thesis does not discuss the categories of statistical moments in detail,
it should be clarified that equation 4.2 calculates the m-th raw statistical moment.
The first raw statistical moment is the mean. However, the second raw statistical
moment is not the variance. Its quantity is used along with the mean to produce
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the second central statistical moment, known as variance [51]. This clarification
is crucial as the terms "first” and ”second” statistical moments are normally used
to describe the mean and variance. Thus, the mean and variance of a set Y are
connected with the following formula:

oy = (y*) — iy (4.10)
where (y?) is the second raw statistical moment.

The first statistical moment derived from eq. 4.2 is the following;:

wy = {y) = /D (f(2) w(z) dz = /D f(@yw(z) dr

:/D (Zmﬂ(@) w(x)d.x:Zai/DPi(a:)w(m)dx (4.11)

=0

Therefore, since [, w(z)dzr =1, and Py(x) = 1, there is:

[ ootz = [ p@) 1wy = [ pamizot) o=

and so, equation 4.11 becomes: py = ag.

The second statistical moment, derived also from eq.4.2, is:

(") = /D (f (2))*w (@) dw = /D (Z%m(@) w(z)dz

1=0

- Z Z iy iy /Dpi1 (2)pi, (x)w(2x) dz

11=012=0

which due to the orthogonality property, eq.4.3, becomes:

W) = 3ot [ plaPula)de =3 )l

and by exploiting the orthonormal polynomials, eq.4.3.1, this equation is further
simplified as:
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(4.12)

(4.13)

4.3.3 PCE Coefficients and Generalization to Multiple Di-
mensions

The first approach in calculating the k+1 coefficients a;,2 = 0,1,...,k uses the
polynomials’ inner product along with the orthogonality and normality properties.

<f(93)>z5i($)>wZ/Df(ﬂf)pz-(w)w(ﬂf) dz%/DF(x)pi(f)w(l") dx (4.14)

k
(f(@), pi(2))w = <Z aAﬁA(I)>ﬁi(x)> = a;||pi(2)|5, = a; (4.15)
and from eqs. 4.14 and 4.15, it is:

ai:/DF(x)ﬁi(:p)w(x) dx (4.16)

Hence, by solving the integral, one can obtain the PCE coefficients.

So far, all discussions refer to 1Dimensional functions approximated by univariate
orthonormal polynomials. It is proven [5] that PCE’s governing equations generalize
to multiple dimensions as follows:

Let F be the function that depends on the uncertain variables ¢; € [1, M]. F can be
approximated by niPCE as:

F(e) = Z JiFi(©) (4.17)

where () = % is the largest degree of the multivariate orthonormal polynomials
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P;(€), and J; are their corresponding weights. The multivariate polynomials P;(¢)
are constructed through the products of univariate orthogonal polynomials of the
same family. The mean and standard deviation are computed as follows:

(4.18)

and eq.4.16 becomes:

si= [ [ror@WE (4.19)

where W (¢) is the product of the PDFs w;, i € [1, M] of all uncertain variables.

4.3.4 Integration using Gaussian Quadrature

The focus is on how integrals 4.16, 4.19 can be calculated with the less F’s evalua-
tions. A reminder that in ASO problems, F refers to the primal problem, and one
evaluation of F corresponds to 1 TU. Therefore, the aim is to compute the integral
most efficiently. The numerical method employed for this task, taking advantage
of the fact that the integral of interest is a weighted polynomial, is the Gaussian
Quadrature (GQ). Hence, this first niPCE variant can be found in the name of
gPCE throughout this thesis.

In simple terms, the GQ method requires the calculation of F at several z; points
(known as gauss nodes), which are the py,1(z) polynomial’s roots and their popula-
tion (n) is equal to the degree of that polynomial. Every F(z;) is multiplied with a
corresponding weight w;, where both gauss nodes and weights are selected in a way
aiming to minimize the GQ method’s error, and the sum of all products, represents
the integral’s result. For example, if the function of interest is g(x)= w(x)f(x), where
w(x) is the previous weight function and f(x) is the polynomial approximation of
F(x), the method stands as follows:

[ oo = [ wi@@de =Y wfz) (4.20)

Gauss Quadrature is divided into slightly different variations, depending on the
polynomial family P;(¢) utilized to expand F (Hermite, Legendre, Jacobi, etc.). For
the currently discussed scenarios concerning only normal distributions, the integra-
tion method is known as Gauss-Hermite Quadrature(GHQ). Last, the GQ method
is accurate, yet it has a significant disadvantage. In order to compute J;, eq.4.19,
(k + 1)M evaluations of F are required. This exponential relationship between the
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cost and the number M of the uncertain variables showcases the so-called ”curse
of dimensionality” involved in the method. The latter makes the gPCE method
prohibitively expensive for problems with even a moderate number of uncertain
variables.

4.3.5 PCE Coefficients with Regression Approach

The second way to compute the J;, namely the second niPCE variant, denoted
as TPCE, is a method based on linear regression [52, 53, 54]. It does not require
numerical integration, and it practically uses the eq. 7.21 directly to calculate the
coefficients. In particular, F is being computed at L different ¢ (uncertain variable
vectors samples). Having done so, equation 7.21 is utilized to form a system of L
equations and () unknowns.

[ Poer) Pile) o Pole) | [ d ] | Pl ]
Py(ca) Pi(e) . PQ‘(CQ) Ji _ F(.CQ) (4.21)
| Boler) Piler) -+ Polew) | | Jo | | Flew) |
L can not be lower than Q (Q = %) If L=Q), the system can be solved directly.

One may observe that rPCE is not subjected to the ”curse of dimensionality” like
gPCE as the number of F evaluations is not exponentially related to M. Aiming for
more accuracy, F is usually oversampled by some oversampling ratio, e.g., L=3Q, and
the system becomes overdetermined. Then the system’s solution must be obtained
with regression, commonly using the least squares method. The arising question
is how these collocation points must be selected ? In the present work, rPCE
utilizes the output of F evaluated on GQ nodes or on nodes obtained with the Latin
Hypercube Sampling (LHS) method.
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Chapter 5

UQ in an Airfoil Case

This chapter assesses the use of DNNs for UQ in the case of a flow problem around
an isolated airfoil. The DNNs are compared with the CFD and the surrogate RBFN
used in [54] for the same purpose. By extending the work of [54], the DNNs are
trained and presented next to the RBFNs. Four uncertainties associated with four
(M=4) constants (cq1, Ca2, Cea, Cgt) of the v — Rey transition model are considered.
The latter were selected as the sources of uncertainty in the model, as they were
calibrated based on empirical information and, thus, might not be best-suited for
some other cases. The aim is to quantify their impact on the lift and drag coefficients
(Cp and Cp) of the airfoil. In specific, all uncertain variables are assumed to be
normally distributed around their nominal values (mean values) with arbitrarily
chosen (10% of their mean values) standard deviations (figure 5.1).

~ N(2.0,0.2)
~ N(0.06,0.006)
~ N (50.0,5.0)

~ N (0.03,0.003)

Q000

Figure 5.1: NLF(1)-0416 Airfoil Case. Uncertain variables

The models, are trained to receive the uncertain variable vectors as inputs, and
predict the, otherwise computed by running an expensive CFD code, desired Qols.
Moreover, utilizing the surrogates, a sensitivity analysis is conducted for the three
UQ methods under consideration, as this is much cheaper (nearly free with a trained
surrogate) than doing this with the CFD code.
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5.1 The NLF(1)-0416 Airfoil

5.1.1 Computational Mesh and Aerodynamic Polar Diagram

Initially, a C-type structured mesh of 705x97 nodes, formed by quadrilaterals, (figure
5.2) is used, which was found in [55], a transition modeling workshop. PCOpt’s in-
house GPU-accelerated PUMA software works only with unstructured mesh, so the
aforementioned structured mesh is handled as an unstructured one by the CFD
code.

il
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////////////////////////////%
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Figure 5.2: NLF(1)-0416 Airfoil Case. Left: computational mesh around the Airfoil.
Right: close-up view of the mesh near the Airfoil.

The turbulence was modelled with the one equation Spalart-Allmaras turbulence
model, and the transition effect with v — Rey transition model. The turbulence
viscosity (illustrated, for 4 AoA, in figure 5.5) has very small values in areas with
laminar flow and its magnitude gets higher in the turbulent flow part.

To validate the results of the CFD code in the case of a 2D airfoil, one should
generate the aerodynamic polar diagram and compare it with experimental data.
An aerodynamic polar is a graphical representation that illustrates the aerodynamic
characteristics of an airfoil or wing section at various Angles of Attack (a). This
plot typically displays the three key aerodynamic coefficients: lift coefficient (C7),
drag coefficient (Cp), and moment coefficient (Cyy).

Experimental data for the NLF(1)-0416 at flow conditions M., = 0.3 and Re. =
6-10° can be found in [56]. CFD runs took place for the extracted angles, having the
turbulence and transition models enabled, and the C'p-a is plotted and compared
with experimental data (figure 5.3).
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Figure 5.3: NLF(1)-0416 Airfoil Case. CL across a range of angles of attack. The
present results accurately match the experimental data before the stall effect occurs. At
the so-called critical angle of attack, the flow becomes massively separated and, after
that, there is a noticeable decrease in Cr. One can observe some differences between
experimental and present data in this area.

As regards the C'p and C), they were also computed for the same angles and are
presented on top of experimental data (figure 5.4).

2.0 \ ] ® Experimental
Present
e [ ] ® [ ]
L)
15 1 o
[
L]
°
[ )
3 1.0 Te
o
[ ]
(]
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L]
L]
L]
0.0 ® Experimental 7 @
—&— Present [ ]
0.01 0.02 0.03 0.04 0.05 -0.11 -0.10 —0.09 —0.08 -0.07
CcD c™M

Figure 5.4: NLF(1)-0416 Airfoil Case. Cp (left) and Cy (right) across a range of
angles of attack. On the left, the data also fit very well with each other before the stall
effect. On the right, where the Cpy about the quarter chord point is plotted, a relatively
small difference can be seen.
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Angle 0° Angle 5°

Angle 10°

Figure 5.5: NLF(1)-0416 Airfoil Case. Turbulent viscosity () fields at four angles
of attack for My, = 0.3 and Re. = 6 -105. The p; fields show where the transition
from laminar to turbulent flow occurs. By increasing the AoA, especially from 5° to

16°, the uy increases at the rear half of the Airfoil and the turbulent zone becomes
wider.

5.1.2 Case Description

The following studies are dealing with the NLF(1)-0416 airfoil for two different flow
conditions, as in Table 7.3. F1 stands for "Flow 17 and F2 for "Flow 2”. The two
subcases are presented and discussed simultaneously.
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Table 5.1: NLF(1)-0416 Airfoil Case. Flow conditions

Flows M. a. Re.

F1 01 203> 4x10°
F2 03 4.07° 6x10°

The turbulence intensity is Tu=0.15% and the maximum dimensionless wall distance
yT = 0.74, in both cases.

Initially, aiming to create the training DB, for each flow condition, the Latin Hyper-
cube Sampling (LHS) method was used to sample 40 vectors (with 4 entries each)
from the uncertain variable’s space. Next, the RANS solver computed the flow and
two training DBs were created. The normalized input features are visualized in a
parallel coordinates plot (figure 5.6). The latter provides a qualitative understanding
of the relationships between all datapoints.

1.0

0.8

0.6

0.4

Normalized Inputs

0.2

Ca1l Ca2 Ce2 Cot
Features

Figure 5.6: NLF(1)-0416 Airfoil Case. The effectiveness of Latin Hypercube Sam-
pling method in covering the input space can be observed.

From the 40 Training Patterns in both flow conditions, C}, and Cp are plotted
together and presented in figure 5.7.
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Figure 5.7: NLF(1)-0416 Airfoil Case. Cr, vs Cp plots for F1(left) and F2(right).
One may observe that the two quantities vary inversely.

Figure 7.7 illustrates the skin friction coefficient (C) distributions, plotted for the
nominal values of the uncertain variables along with the ones produced by the 40
additional samples. The steep lines in this plot correspond to transition points
from laminar to turbulent flow. One may easily see that small changes in the
uncertain variables shift the transition onset considerably. The latter highlights the
great sensitivity of the computed results depending on the aforementioned empirical
constants to be used in the v — Rey transition model.

F1(A0A=2.03°) F2(AoA=4.07°)
—— Nominal-F1 0.008] /7 — Nominal-F2

0.008

0.006

0.006
Suction Side
0.004 0.004
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5 0.002 5
0.000
Pressure Side
0.000 0002
Pressure Side
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-0.006
-0.004
0.0 0.2 0.4 0.6 08 1.0 0.0 0.2 0.4 0.6 0.8 1.0
xlc xlc

Figure 5.8: NLF(1)-0416 Airfoil Case. Cj distributions for both flow conditions.
Rather small changes in the uncertain variables pose a great impact on the transition
point. In the second case a greater turbulent region around the Airfoil section can be
observed. The latter primarily occurs due to the higher angle of attack.
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5.2 The Low Cost Surrogates

DNNs were trained separately for the two flow conditions, and their performance
was checked on a sizeable unseen dataset. The aim was, for each case, to obtain
DNNs that could predict the Cp and Cp of the airfoil, receiving as inputs the
aforementioned four uncertain variables.

5.2.1 Datasets and Preprocessing

The following lines further analyze the data used for the training, retrieve additional
insights, and present how the testing phase was carried out.

Training

Along with the first DB of 40 TP, on which every model of this chapter was finetuned
(selection of architecture and hyperparameters), four more DBs of different sizes
were also generated using LHS. This step was taken to examine the generalization
capabilities of model configurations optimized for a specific DB, when trained on
different (size-wise) ones. This process was carried out for both flow conditions.
The additional DBs were all independent of each other (meaning that the smaller
ones were not subsets of the larger ones) and were composed by 20, 30, 50, and 60
TP, respectively. It is underlined that all models were finetuned in the DB of 40TP,
solely for F1, and that all the additional DBs were used to train the predetermined
DNN configurations, and check their performance. Regarding the RBFN surrogates,
from each different DB, one two-output RBFN was trained. Concerning the DNN
models, the following dilemma arises for each DB: making one DNN predict the two
Qols or two separate DNNs for the same task. In this chapter, two separate DNNs
were created for the same task.

First, to better understand the data, a check for correlations among them was carried
out. The DBs of 40, 50, and 60TP were selected arbitrarily out of all the DBs,
and only for them, correlation matrices were generated, illustrating the Pearson
Correlation Coefficient (PCC) (explained in appendix A.1.3)) between all features
in each DB. Even though PCC assumes only linear relationships, it is presented as
a tool that could indicate some less relevant features or possible noise in the data.
These features could be dropped to make the model(s) less expensive or even more
accurate. For simplicity, the matrices are visualized as colored heatmaps (figure
5.9), where colors are in complete accordance with the PCC values.
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Figure 5.9: NLF(1)-0416 Airfoil Case. PCCs in heatmaps for the DBs of 40, 50,
and 60TP. F1 on the right and F2 on the left. A consistent pattern was observed.
The most substantial linear influence in the Qols was provided by the c.o and cgo
constants, and this is true because of the higher absolute PCC values one may easily
see by looking at the output columns across all heatmaps (except the value of 1.00 that
displays the PCC between the outputs themselves). Cq1 and Cyy displayed minimal
PCC wvalues regarding the Qols and, thus, no linear correlations. This observation
might be related to ”Generally, c.o and cqo are the key parameters of the v — Reyg
model.” stated in [17].

Lastly, it must be noted that after the DBs were non-dimensionalized, the fitted
scaling models (known as scalers in Python) employed for the latter were saved for
later use, coupled with DNNs trained on the DB where the scaler was fitted. Each
scaler is used every time the trained DNN is called to scale every data point before
it gets fed into the model and, also, to unscale back the model’s predictions, using
information derived from the initially available DBs, used for training.

42



Testing

As done in [54], another 300 value-sets of the 4 uncertain variables, were randomly
generated (following the normal distribution) and evaluated using both the surro-
gates and the high-fidelity RANS solver (figures 5.10 and 5.11), aiming to assess the
performance of each trained model on this larger unseen dataset.
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Figure 5.10: NLF(1)-0416 Airfoil Case.
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Sampled out of the normal distribution,

the 300 uncertain vectors, computed by the CFD, provided the Cp and Cp results
for both flow conditions. In F1, both Qols appear to display a downward and upward
trend, respectively. Additionally, only 2 out of the 300 data points were observed to fall
outside the interval of [u-3o,u+30] in F1 and, despite the more significant variance
of the data, in F2, all data points fell inside the interval under consideration.
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Figure 5.11: NLF(1)-0416 Airfoil Case. The 300 CFD-computed Cr, and Cp dis-
tributions for both subcases. The broader distribution of F2 results is evident here as
well. The Qols of F2 display a distribution resembling more to the normal one com-
pared to F1 results, which seem to be right and left-skewed distributions, respectively.

5.2.2 DNN Configuration and Metrics

Initially, through trial and error, many DNN configurations were manually created.
The objective behind this approach was to rapidly test such a model’s capabilities,
aiming to, later on, deliver the task of finding even better configurations to the
optimization software EASY. All models were trained in TensorFlow using the model
checkpoint callback to save the model that produced the lowest validation loss across
all epochs. Every DNN configuration was fine-tuned regarding the F1 and then was,
also trained in F2. The training phase was carried out for 1500 epochs, and, as
regards the computational cost, every model was trained on a GPU RTX3060 for
less than a minute. Thus, the computational cost for training the two models is
less than two minutes. Considering the cost of creating the DB that is equal to
40TP, using the RANS solver, is about 10 hours, in this particular scenario, the
DNN5s’ training costs can be viewed as trivial. Moreover, the validation split was
selected at 0.1, meaning that 90% of each DB was used for training and 10% for
validation. Lastly, the batch size was set to match the entire dataset, as changes
in this parameter were observed to have minimal impact on the model’s accuracy;
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rather, this was due to the small DB sizes. The first best-performing configuration
was the following:

Table 5.2: NLF(1)-0416 Airfoil Case. Manually-found DNN configuration

Layers Neurons Activation Function Batch Size Loss

7 (4, 128, 64, 32, 64, 1) ReLU/tanh Training Patterns MAE

This architecture proved to work well in predicting both Cf, and Cp. Overall, four
models were trained separately, with two models for each flow condition (F1 and
F2). Their corresponding learning curves are presented in figure 5.12 and their error
metrics in tables 5.3 and 5.4.
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Figure 5.12: NLF(1)-0416 Airfoil Case. Learning curves of the first well-performing
manually created DNNs. The upper plots concern F1 and the lower ones F2. Models
for: Cr, on the left and Cp on the right.
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Table 5.3: NLF(1)-0416 Airfoil Case. DNN training phase error metrics

DNN Train Loss (MAE) Validation Loss (MAE)

F1-Cy, 0.0132 0.0176
F1-Cp 0.00613 0.01786
F2-CL 0.0199 0.0189
F2-Cp 0.00645 0.07023

Table 5.4: NLF(1)-0416 Airfoil Case. DNN testing error metric

DNN Test Loss (MAPE)

F1-Cp 0.059%
F1-Cp 0.38%
F2-Cp, 0.085%
F2-Cp 0.89%

It is evident (at least for most of the models in figure 5.12) that, around 200 epochs,
the validation loss stopped decreasing. This means that if the training had stopped
at about that point, the results would still be of the same order of magnitude.
Additionally, as regards the testing dataset, it was decided to display the MAPE
error metric, aiming for a more interpretable model measure. The C7, coefficient
indicated a more accurate approximation by roughly ten times, compared to the Cp
across both flow conditions. This observation was also consistent with the RBFNs
in [54]. However, for both Qols, the testing error metric seems very satisfactory.

Next, the optimization software was exploited by being provided with the previous
well-performing architecture as an initial candidate solution. The aim was to find,
across the same amount of epochs, DNN architectures that would produce minimum
validation losses. Hence, the validation loss metric (monitored by model checkpoint)
was set as the objective function of this hyperparameter optimization.

The design variables were: the activation function types, one for every hidden
layer and one for the output layer, the number of hidden layers, and the number
of neurons per layer as a power of 2.

The DNN architecture presented in table 5.5 was found by setting EASY to search
for the best model Cp. However, this resulting architecture also proved to perform
well in predicting both Qols, so it is illustrated. As regards the search for the best
model C7,, EASY produced some, only slightly better than the latter, architectures,
which, though, displayed significantly lower performance in predicting Cp. Thus,
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they were not considered worthy of inclusion in this thesis. It’s important to point
out that manual and EASY-found DNN architecture results were of the same order
of magnitude and not very far from each other. Nevertheless, the architecture found
by EASY was better than the manually created one in every error metric (44-82%
better). The final statement is confirmed by observing their test losses (tables 5.4
and 5.7) along with their learning curves, where in the ones in figure 5.13 (represent-
ing the EASY-found DNNs), the validation losses delay noticeably in reaching the
plateau. Last, regarding the optimization cost, it must be noted that to optimize a
single configuration, EASY needs around 6 hours, which was paid only once for F1,
as stated above.

Table 5.5: NLF(1)-0416 Airfoil Case. Fasy-found DNN configuration

Layers Neurons Activation Function Batch Size Loss
8 (4, 256, 512, 4096, 64, 32, 512, 1) GELU/RelU Training Patterns MAE
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Figure 5.13: NLF(1)-0416 Airfoil Case. Learning curves of the architecture that

EASY found. The upper plots are for F1 and the lower ones for F2. Models for: Cf,
on the left and Cp on the right.
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Table 5.6: NLF(1)-0416 Airfoil Case. DNN training phase error metrics

DNN Train Loss (MAE) Validation Loss (MAE)

F1-Cy, 0.00517 0.00438
F1-Cp 0.00647 0.00195
F2-Cy, 0.00519 0.00315
F2-Cp 0.01433 0.00269

In table 5.6, it can be seen that some of the models displayed a lower validation loss
than the train loss. The latter can be considered a totally random event, probably
due to the limited validation data. As regards the testing metrics of table 5.7, a
complete consistency with the ones in the previous manual architecture (table 5.4)
can be noticed.

Table 5.7: NLF(1)-0416 Airfoil Case. DNN testing error metric

DNN Test Loss (MAPE)

F1-Cy, 0.021%
F1-Cp 0.2%
F2-Cy, 0.015%
F2-Cp 0.5%

Additionally, aiming to compare the above (EASY-found) best-performing DNNs
with the existing RBFNs trained with an identical DB of 40 TP, it was decided to
present their corresponding prediction vs actual value plots, one on top of the other.
The DNNs seem superior across all Qols. (figure 5.14).

48



0725

0.720

cted

0715

Predi

0710

a.705

0.700

1.035

1030

1.025

1.020

Predicted

1015

1.010

1.005

1.000

F1-CL

--- Parfact Prediction

® DNN
® RBFN

0.705

0.710

0.715 0.720 0.725
Actual

F2-CL

=== Parfact Prediction

® DNN
® RBFN

t.

1.000 1.005

1.010

1.015 1.020 1.025 1.030 1.035

Actual

0.0080

0.0075

0.0070

Predicted

0.0065

0.0060

0.0055

0.0090

0.0085

0.0080

Predicted

0.0075

0.0070

0.0065

F1-CD

- Parfect Prediction
DNN
RBFN

0.0060 0.0065 0.0070 0.0075
Actu,

F2-CD

0.0080

- Parfect Prediction

DNN
RBFN

\,
v ee

0.0070 0.0075 0.0080 0.0085 0.0090
b

Actual

Figure 5.14: NLF(1)-0416 Airfoil Case. Prediction vs. actual value plots for DNNs
and RBFNs. The upper plots concern F1 while the lower ones F2 (namely the two flow
conditions). The plots showcase the divergence of each model’s predictions from the
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Qol.

The DNNs outperform the RBFNs consistently across every

5.2.3 DNN and RBFN Test Metrics Across Different DBs

Next, DNN and RBFN configurations are utilized to train models across all the
aforementioned DBs. The models are also checked in DB-300. To clearly understand
each model’s performance and compare it to each other, it was decided to present
their testing error metric (MAPE) side by side.
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Figure 5.15: NLF(1)-0416 Airfoil Case. DNN vs. RBFN testing error metric. All
models of each subcase were trained in the five aforementioned DBs and tested on the
same DB of 300 samples. Upper plots concern F1 and lower ones F2. The superiority
of the DNN predictions is obvious.

In figure 5.15, the models generally display a decreasing tendency in their test error
metric as the number of TPs increases, as expected. This observation is not univer-
sal, though, as regards the smaller DBs. More precisely, the DB of 30TP is noticed
to produce by far the worst DNN model C'p. These two DNNs are the only ones to
get outperformed by the RBFN’s Cp predictions. The rest of the DNNs, especially
the ones trained on the larger DBs, demonstrate excellent performance, placed next
to the RBFNs. For the DBs of 40, 50, and 60TPs, the DNN’s results are about one
order of magnitude better than those produced by the RBFNs.

5.3 UQ with DNN

By employing the DNNs trained on the DB of 40TP as surrogates, all UQ methods
described in chapter 4 are carried out. The total cost of the surrogates is 40 TU,
which is paid upfront (DB creation). The usage of these models is essentially free,
which allows the UQ-DNN methods to be conducted for several samples without
concern for the cost. Due to its large demands in computations, the Monte Carlo
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method is only carried out with the surrogate and for the previously CFD-computed
testing DBs of 300 samples (a generally insufficient number of samples for such a
method). The UQ-DNN and UQ-CFD comparison is mainly focused on the non-
intrusive, Gauss Quadrature, and Regression-Based PCE methods.

5.3.1 Monte Carlo with DNN

Starting from 103 random samples w.r.t normal distribution, the MC method’s sen-
sitivity to sample size is checked. In tables 5.8 and 5.9, it is presented that for
both subcases, increasing the sample size provides no accuracy improvement since
the results for sample sizes up to 10° are almost identical. Thus, the method is
additionally conducted for significantly smaller sample sizes to manifest the sample
size that would be considered insufficient.

Table 5.8: NLF(1)-0416 Airfoil Case. MC method for F1:

Method/Tool  Time Units nCrp, oCp, uChp oCp

MC-DNN(10°) 40 0.7210 0.004965 0.006164 0.0004531
MC-DNN(10%) 40 0.7210 0.004924 0.006161 0.000449
MC-DNN(10%) 40 0.7210 0.005054 0.006164 0.0004628
MC-DNN(500) 40 0.7208 0.004933 0.006179 0.0004484
MC-DNN(250) 40 0.7205 0.004991 0.006203 0.0004537
MC-DNN(125) 40 0.7210  0.005277  0.006158  0.0004826
MC-CFD(300) 300 0.7208  0.004904  0.006185  0.0004792
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Table 5.9: NLF(1)-0416 Airfoil Case. MC method for F2:

Method/Tool Time Units uCr, oCp, 1wCp ocCp

MC-DNN(10%) 40 1.0210 0.007038 0.007638 0.0005671
MC-DNN(10%) 40 1.0211 0.007035 0.007634  0.0005668
MC-DNN(10%) 40 1.0211 0.007163 0.007632 0.0005768
MC-DNN(500) 40 1.0206 0.006888 0.007669 0.0005546
MC-DNN(250) 40 1.0203 0.006968 0.007696 0.000563
MC-DNN(125) 40 1.0213 0.007276 0.007614 0.0005903
MC-CFD(300) 300 1.0206 0.00705 0.007632 0.0005473

Only tiny fluctuations are evident in both flows across all Qols, even for the 250
samples. Thus, it’s concluded that the present problem doesn’t require considerable
datasets to quantify its uncertainties using the MC method and that the MC-DNN
provides very close results as the MC-CFD. As regards the MC conducted for the
125 samples, the standard deviation values start to diverge noticeably.

5.3.2 UQ using PCE

Gauss Quadrature PCE

First, gPCE-CFD for k = 2 is conducted, and its results are used as a reference.
Next, gPCE-DNN is carried out for chaos orders of k = 2, 3, and 4. This PCE-cost
expression (k + 1) which provides the number of objective function evaluations
needed according to chaos order and the number of uncertain variables, is the reason
why gPCE-CFD is avoided for higher chaos orders and these were performed only
with the surrogate.

Table 5.10: NLF(1)-0416 Airfoil Case. gPCE method for F1

Method/Tool Time Units uCp, oCp, uCp ocCp
gPCE-CFD(k = 2, 81) 81 0.7210 0.004923 0.006153 0.0004477
gPCE-DNN(k = 2, 81) 40 0.7210 0.005002 0.006161 0.0004573
gPCE-DNN(k = 3, 256) 40 0.7210 0.004939 0.006163 0.0004511
gPCE-DNN(k = 4, 625) 40 0.7210 0.004973 0.006163 0.0004534
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Table 5.11: NLF(1)-0416 Airfoil Case. gPCE method for F2

Method/Tool Time Units uCp, oCp, uCp ocCp
gPCE-CFD(k = 2, 81) 81 1.0210 0.006955 0.007603 0.0005399
gPCE-DNN(k =2, 81) 40 1.0211 0.006978 0.007634 0.0005648
gPCE-DNN(k = 3, 256) 40 1.0210 0.007055 0.007636 0.0005682
gPCE-DNN(k = 4, 625) 40 1.0210 0.007052 0.007636 0.0005683

In tables 5.10 and 5.11, it is evident that gPCE-DNN approximate the gPCE-CFD
results across all Qols excellently. The increase of chaos order for the gPCE-DNN
present roughly the same results as k=2. The o, approximations deviate slightly.
These deviations are negligible but highlighted due to the superior quality level in
the rest of the predictions.

Regression-Based PCE

Next, rPCE is carried out with a chaos order of k = 2. For this method, the 81 CFD-
evaluated GQ nodes are assessed for generating the method’s high-fidelity results.
Using the LHS method, three additional datasets of 70, 140, and 280 samples are
generated and evaluated with the DNNs. The rPCE-DNN is conducted for these
datasets. It is reminded that, for the rPCE with k = 2 and M = 4, the minimum
number of samples needed for the method to be feasible is equal to the number of

PCE coefficients that need to be evaluated. Namely, (Z;Tz)! = 35.

Table 5.12: NLF(1)-0416 Airfoil Case. rPCE method for F'1

Method/Tool Time Units uCp, oCl, uCp oCp
rPCE-CFD(k = 2, 81) 81 0.7208 0.004584 0.006174 0.0004199
rPCE-DNN(k = 2, 70) 40 0.7207 0.004574 0.006231 0.0004271
rPCE-DNN(k = 2, 140) 40 0.7204  0.0044 0.006236 0.0004196
rPCE-DNN(k = 2, 280) 40 0.7205 0.004415 0.006194 0.0004227
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Table 5.13: NLF(1)-0416 Airfoil Case. rPCE for F2

Method/Tool Time Units uCp, oCp, uCp ocCp
rPCE-CFD(k = 2, 81) 81 1.0209 0.00634 0.007608 0.0004929
rPCE-DNN(k = 2, 70) 40 1.0198 0.005464 0.007685 0.0004631
rPCE-DNN(k = 2, 140) 40 1.0207 0.005712 0.007649 0.0004329
rPCE-DNN(k = 2, 280) 40 1.0207 0.005519 0.007653 0.0004521

The results of rPCE-DNN (tables 5.12 and 5.13) are acceptable but not quite as good
as the ones of the gPCE-DNN. The standard deviation values of the rPCE-DNN,
in F2, are deviating noticeably from the rPCE-CFD ones. Lastly, the rPCE-DNN
proves insensitive to the increase in the oversampling ratio, and mild changes over
the different sampling sizes occur primarily due to the stochasticity of the LHS.

5.4 Aggregated Results

To summarize the present study, the most valuable insights from the conducted UQ
methods are chosen to be presented side by side in tables 5.14 and 5.15. By doing
so, one may observe a more comprehensive comparison between the different UQ

methods.
Table 5.14: NLF(1)-0416 Airfoil Case. UQ methods for F1
Method/Tool Time Units uCp, oCp, uCp ocCp
MC-DNN(500) 40 0.7208 0.004933 0.006179 0.0004484
gPCE-DNN(k = 2, 81) 40 0.7210 0.005002 0.006161 0.0004573
rPCE-DNN(k = 2, 140) 40 0.7204 0.004310 0.006236 0.0004196

MC-CFD(300) 300 0.7208 0.004904 0.006185 0.0004792
gPCE-CFD(k = 2, 81) 81 0.7210 0.004923 0.006153 0.0004477
rPCE-CFD(k = 2, 81) 81 0.7208 0.004584 0.006174 0.0004199
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Table 5.15: NLF(1)-0416 Airfoil Case. UQ methods for F2

Method/Tool Time Units uCp, oCp, uCp ocCp

MC-DNN(500) 40 1.0206 0.006888 0.007669 0.0005546
gPCE-DNN(k = 2, 81) 40 1.0211 0.006978 0.007634 0.0005648
rPCE-DNN(k = 2, 140) 40 1.0207 0.005712 0.007649 0.0004329

MC-CFD(300) 300 1.0206  0.00705 0.007632 0.0005473
gPCE-CFD(k = 2, 81) 40 1.0210 0.006955 0.007603 0.0005399
rPCE-CFD(k = 2, 81) 81 1.0209 0.00634 0.007608 0.0004929

As mentioned above, all UQ methods carried out with the surrogates produce very
satisfactory results. However, the key conclusions regarding the NLF(1)-0416 case
are drawn and presented in the following points.

One DNN-training costs less than 1/15 TU, considering that a single CED run
needs around 15 minutes on the GPU RTX3060, while the training of a single
DNN requires less than 1 minute on the same GPU.

Taking into account the 300 CFD evaluated samples provide an accurate MC
prediction, this method is the closest to what could be called ”ground truth”.
Nevertheless, these 300 CFD evaluations may not be feasible in a real-life,
more computationally expensive problem.

The gPCE method outperformed the rPCE with CFD and DNN as evaluation
tools.

After the MC, the next best choice is the gPCE method (for k=2), which,
coupled with the CFD solver, costs 81 TU. By employing the surrogate DNNs
for UQ, instead of performing the gPCE-CFD(81), the computational cost is
cut down to more than 50%, recalling that the DNN prediction errors can be
considered negligible.

Considering a RDO scenario using evolutionary algorithms (which usually de-
mand large numbers of objective function evaluations), this 50% cost reduction
in the task of UQ, namely in every iteration, can drastically reduce computa-
tional cost.

Lastly, it is essential to highlight that the present two separate surrogate mod-
els (C, and Cp DNNs), compared with the previously described RBFN for the
same task, have shown to reduce the prediction error for both Qols by approx-
imately ten times; the price to pay for this is complexity and higher training
time (considering the training time of RBFNs is less than 5 seconds).
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5.5 Additional Studies on the Surrogate Model

As discussed earlier, the present DNNs performed sufficiently for predicting C', and
Cp. Their accuracy proved much better than that of RBFNs, yet with the cost of an
even increase in training time. Two additional studies regarding the surrogate model
are conducted. The first is to combine the DNN with RBFN through the stacking
ensemble technique, and the second is to train the DNN by dropping (leaving out)
the possibly less important input features (according to the PCC indications).

5.5.1 Stacking Ensemble

As described in chapter 2, stacking is an ensemble technique that allows the combi-
nation of different types of models, leveraging each model’s strengths and weaknesses
in a way that aims to create a new, more accurate, from every base learner, model.
The pre-trained DNNs and RBFNs are stacked using a linear regression ML model
as the meta-learner. In order to do so, the new model (Linear Regression) receives
the predictions of the base models regarding the training DBs as inputs and, iden-
tically to the base models, the Qols as target outputs. The simple linear regression
ML model (meta-learner) is trained, and its performance is visualized in figure 5.16.
It is highlighted that, as in figure 5.15, the models are trained on the DBs of 20,
30, 40, 50, and 60TP for the two different flow conditions (F1 and F2). Their per-
formance is presented through their MAPE error metric (figure 5.16) computed by
their predictions on the large unseen DB of 300 random samples.
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Figure 5.16: NLF(1)-0416 Airfoil Case. DNN vs. RBFN vs. Metamodel(LR) testing
error metric. All models were trained on the five DBs above and tested on the same
DB of 300 samples. Upper plots concern F1 and lower ones F2. In most cases (around
3 out of 5), the ensemble provided improved accuracy. However, in some other cases,
it performed worse than the DNN.

The ensemble’s underperformance is observed only in the DBs of 20 and 60TP. Re-
garding the "middle” DBs (30, 40, and 50TP), the ensemble’s performance is equal
to, or better than the most accurate base model (DNN). Regarding the computa-
tional cost, it is evident that since stacking requires training multiple models, the
training cost must be increased. However, in the present case, the cost of all sur-
rogates is very low compared to the cost of a CFD run (1TU). By comparing the
surrogates solely with each other (all trained on the RTX3060 GPU), as mentioned
above, each DNN training cost is around 20-60 seconds, while the costs of the RBFN
and LR are less than 5 seconds each. These numbers can lead to the assumption
that the costs of RBFN and LR are completely trivial and that the cost of the DNN
determines the total cost of training the ensemble.

5.5.2 Feature Selection

According to the indications shown by the PCC values in figure 5.9, the best per-
forming DNN configuration (table 5.5) was trained, having removed from the input
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features the possibly "irrelevant ones”. The study was carried out for F1 and F2
using solely the DB of 40TP for training, and the DB of 300 samples for testing.
Three scenarios were checked. Either leaving out from the input feature space: Cy;
or Cp, and by leaving out both Cy; and Cy,.

For reference purposes these three scenarios were named as follows:
e Testl: DNN training leaving out ¢4
e Test2: DNN training leaving out ¢y,

e Test3: DNN training leaving out c¢,; and cg
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Figure 5.17: NLF(1)-0416 Airfoil Case. The original DNN test metric is compared
with the ones of Testl, Test2 and Test3 for F1 (upper plots) and F2 (lower plots).

One may easily see (figure 5.17) that the DNNs trained with fewer features generally
performed worse than the original DNN. However, the performance of these smaller
models seems very close to the original one. Test2 provided, by far, the best results
across the three tests. Moreover, in the C'p models, Test2 provided equal and
superior accuracy metrics from the original DNN regarding F1 and F2, respectively.
The training times of the smaller models were obviously lower (Test3 had around
20% faster training time than the original DNN). Despite the trivial training times
of the surrogates, involved in this thesis, the latter could become very useful in larger
applications where models can be extremely large and training times very costly.
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5.5.3 Conclusions

e It seems that the best surrogate (DNN) prediction accuracy is further im-
proved, even up to 50%, by combining it with the RBFN through the stack-
ing ensemble technique. The only limit to how many models can be stacked
together is the computational cost of training the base models and the meta-
model, which are determined by the problem at hand.

e [t is demonstrated that using PCC indications to reduce the features of a DNN
(feature selection) achieved smaller and up to 20% faster trainable models
whose performance is close to the original model, and also, one model that
appeared even better (60%) than the original in predicting the Cp. In cases
where training DNNs becomes costly, this approach can be very handful.
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Chapter 6

UQ in a Wing Case

This chapter deals with using DNNs for UQ in the case of a 3D flow around an
isolated wing. Over and above the transition model’s four constants, the surface
roughness, s ~ N(5-1075,1.6-107%), was included as the fifth uncertain variable
(M=5). This quantity can be characterized of questionable fidelity as well, mainly
due to measurement limitations. The aim was to quantify the impact of uncertainties
on the C';, and the Cp, using DNNs.

6.1 The ONERA M6 Wing

6.1.1 Case Description

The primal problem concerns a flow around the ONERA M6 wing at M., = 0.262,
Re = 3.5-10°, angle of attack and yaw angle both set to 0°. Spalart-Allmaras and
the v — Rey model were used for turbulence and transition modeling, respectively.
The inlet turbulence intensity is Tu=0.2%. The available evaluated 120 uncertain
vectors are obtained from the LHS. The data is organized in two DBs: one with 80
TP and the second with all the available TP, namely 120.

Initially, the normalized features of the DBs are presented in parallel coordinates
plots, figure 6.1. It’s highlighted that the smaller DB is a subpart of the larger one.
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Figure 6.1: Isolated Wing Case. Parallel coordinate plots for: DB 80 (Left) and DB
120 (Right). As in case I, the effectiveness of the LHS method in covering the input

space is noticeable.

Next, the statistical moments of the C; for both suction and pressure sides are
computed with the rPCE-CFD and illustrated in figures 6.2 and 6.3. In these plots,
one may observe the average transition onset, alongside how sensitive it is to the

uncertainties under consideration.
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Figure 6.2: Isolated Wing Case. Statistical moments of Cy, pressure side. Mean
(Left) and standard deviation (Right).
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Figure 6.3: Isolated Wing Case. Statistical moments of Cy, suction side. Mean
(Left) and standard deviation (Right).

Cy is distributed similarly in both the suction and pressure sides. The flow is
turbulent in the beginning; then, it becomes laminar for a very thin zone near the
leading edge, followed by a turbulent flow region that covers most of the wing’s
surface. The standard deviation of Cy indicates that the first transition point near
the leading edge is sensitive to the uncertainties involved. In particular, it can
"move” inside the darker zone near the leading edge, where C}’s standard deviation
displays the highest values.

The PCC is produced and illustrated in figure 6.4. The importance of each input
seems more balanced than in case 1.
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Figure 6.4: Isolated Wing Case. By observing the Cp, one can see that all input
features pose, more or less, correlations of the same strength. Regarding the Cp, it is
linearly related mainly to the first three uncertain variables (cq1, Ca2, C2) in an equal
manner.
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6.2 UQ with DNN

The high-fidelity UQ results are obtained from rPCE-CFD(80) and rPCE-CFD(120).
It was decided to train models on both DB-80 and DB-120. For each DB, 90% of the
data is used for training and 10% for validation. Every DNN is employed for UQ),
and the results are compared with the high-fidelity UQ results. In particular, MC-
DNN is conducted for 20000 and 50000 random samples, gPCE-DNN is conducted
for k=2 (243 nodes), rPCE-DNN (also k=2) for the 243 GQ nodes as well as for 80
and 120 samples obtained by the LHS.

Two approaches are carried out. Considering the Cp/Cp, as the Qol, the first ap-
proach involves one single-output DNN, which predicts directly the Qol. The second
approach suggests, like in the previous case, the use of two single-output DNNs. One
to predict the C'p and the other the C'p. Considering that the two approaches involve
3 models in total, and that the aim is to check the performances of models trained
on the two DBs, 6 is the number of models that should be trained and employed for

UQ.

Table 6.1: ONERA M6 Wing Case. UQ with CFD.

Method/Tool Time Units pen cr OCp/CL
rPCE-CFD(120) 120 6.8571 0.3278
rPCE-CFD(80) 80 6.8636 0.3180

6.2.1 DNN configuration used in Case I

First, the manually created configuration from case I (table 5.2) is assessed for the
creation of the 6 DNNs. For each of DB-80 and DB-120, there are three models:
one for Cp, one for Cp, and one for C';, and C'p. Each of these models is used for
UQ and the results can be seen in table 6.2.
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Table 6.2: ONERA M6 Wing Case. DNN configuration from case I.

1 model 2 models
Method/Tool Time Units Loy /e Ocp/Cy Loy /e och/Cr
MC-DNN(50%) 80 6.95092 0.3762 6.9012 0.3215
MC-DNN(20%) 80 6.9524 0.3737 6.9029 0.3187
gPCE-DNN(243) 80 6.9543 0.3673 6.9005 0.3222
rPCE-DNN(243) 80 6.9384 0.3350 6.9079 0.3174
rPCE-DNN(120) 80 6.9209 0.2908 6.9199 0.2856
rPCE-DNN(80) 80 6.8838 0.2869 6.9129 0.3013
MC-DNN(50%) 120 6.8792 0.43093 6.9023 0.4244
MC-DNN(20%) 120 6.8803 0.4294 6.9023 0.4230
gPCE-DNN(243) 120 6.8810 0.4234 6.8965 0.4163
rPCE-DNN(243) 120 6.8666 0.3737 6.8934 0.3773
rPCE-DNN(120) 120 6.9121 0.3093 6.8686 0.3279
rPCE-DNN(80) 120 6.8295 0.3234 6.8614 0.3354

6.2.2 Configurations found by EASY

Then, EASY is used to find the "best” configuration for every model, and, as in case
I, validation loss is selected, for the hyperparameter optimization, as the quantity
to be minimized. The UQ results are presented in table 6.5. Overall, 6 different
hyperparameter tunings are carried out, yielding 6 DNN configurations. Each op-
timization, as in case I, took EASY roughly 6 hours of computational time. The
resulting models are presented in table 6.3. The validation split is selected to be
equal to 0.1 and all batch sizes are equal to the DB sizes and for loss function, MAE
is selected everywhere. All models have 5 inputs and 1 output.
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Table 6.3: ONERA M6 Wing Case. DNN configurations found by FASY

DNN target-DB Neurons/Hidden Layer Activation Function
Cp/Cr-80 (256, 1024, 256, 64) tanh /Sigmoid
Cp/Cr-120 (32, 1024, 64, 4096, 4096, 256, 512, 32, 512) GELU/ReLU

Cr-80 (4096, 4096, 512, 1024, 1024, 32, 1024, 32, 32) tanh /Sigmoid
Cr-120 (32, 512, 32, 4096, 4096) ReLU/tanh
Cp-80 (32, 2048, 128, 1024, 64, 64) GELU /tanh
Cp-120 (1024, 32, 256, 512, 32, 4096, 128, 64, 64, 512) GELU/Sigmoid

Regarding the different DNN configurations, EASY produced a wide variety of them.
In addition, 5 of the 6 configurations have tanh or Sigmoid as activations of their
output layer, which both have a maximum of 1. The validation losses of the total
12 models are presented in table 6.4. The second column refers to the 6 models
created from the 5.2 configuration (case I). In comparison, the third one refers to
the 6 models created, each on its own, optimized by EASY configuration.

Table 6.4: ONERA M6 Wing Case. DNN validation loss comparison

DNN 5.2 configuration from Case I Easy-founded configurations

Cp/CL-80 0.04194 0.01552
Cp/C1-120 0.04547 0.01026
C1-80 0.06252 0.01914
C1-120 0.05560 0.01819
Cp-80 0.01476 0.00171
Cp-120 0.01154 0.00158
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Table 6.5: ONERA M6 Wing Case. DNN configuration found by EASY:

1 model 2 models
Method/Tool Time Units enyter Och/Cy Yeayen och/Cr
MC-DNN(50%) 80 6.9583 0.3838 6.9528 0.4020
MC-DNN(20%) 80 6.9601 0.3799 6.9543 0.4022
gPCE-DNN(243) 80 6.9488 0.3742 6.9523 0.3908
rPCE-DNN(243) 80 6.9449 0.3386 6.9264 0.3523
rPCE-DNN(120) 80 6.9212 0.2738 6.8803 0.3238
rPCE-DNN(80) 80 6.8954 0.3139 6.8620 0.3100
MC-DNN(50%) 120 6.9252 0.4419 6.9187 0.3920
MC-DNN(20%) 120 6.9265 0.4418 6.9180 0.3918
gPCE-DNN(243) 120 6.9208 0.4256 6.9167 0.3879
rPCE-DNN(243) 120 6.8927 0.3684 6.9087 0.3581
rPCE-DNN(120) 120 6.8866 0.3072 6.8950 0.3407
rPCE-DNN(80) 120 6.9477 0.2976 6.8463 0.3447

6.2.3 Conclusions

Despite the excessive hyperparameter optimization, the UQ results of tables 6.4 and
6.5 are not that far apart, with the ones found by EASY to be, rather, slightly
better. Despite the similar generalization performance, one may see that in table
6.3 EASY-found models produced significantly smaller validation losses than their
counterparts. The latter, possibly highlights that the chosen validation DB is very
small and does not represent sufficiently the model’s generalization capability. Ad-
ditionally, the configuration 5.2 that was fine-tuned for a quite different problem,
provides models with satisfactory performances, in the present one as well.

Considering rPCE-CFD (80 and 120) as reference, the finest surrogate-UQ results
are obtained from rPCE-DNN(80 and 120) in the 2 DNN approach. The latter is
valid for training on DB-80 and DB-120, showcasing the superiority of using 2 DNNs
instead of 1 in predicting the C'p and C'p. The UQ results conducted with the EASY
found DNNs (2 model approach) are presented next to the references, for DB-80 and
DB-120, in tables 6.6 and 6.7, respectively.
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Table 6.6: ONERA M6 Wing Case. Aggregated UQ results using DB-80:

Method/Tool Time Units Lo e foyen
rPCE-CFD(80) 80 6.8636 0.3180
rPCE-DNN(80) 80 6.8620 0.3100
rPCE-DNN(120) 80 6.8803 0.3238
MC-DNN(50%) 80 6.9528 0.4020
gPCE-DNN(243) 80 6.9523 0.3908

Table 6.7: ONERA M6 Wing Case. Aggregated UQ results using DB-120:

Method/Tool Time Units Hep /ey, och/Cr
rPCE-CFD(120) 120 6.8571 0.3278
rPCE-DNN(80) 120 6.8463 0.3447
rPCE-DNN(120) 120 6.8950 0.3407
MC-DNN(50%) 120 6.9187 0.3920
gPCE-DNN(243) 120 6.9167 0.3879

The rest of the UQ methods conducted with the surrogates deviate noticeably from
the rPCE-CFD results. The reason is either the error propagation of the DNN, the
error of the rPCE method, or the stochastisity of LHS.

6.3 Predicting capabilities of KNN and SVR

40 out of the 120TP, are used to test the predicting performance of two additional
ML models: K-Nearest Neighbors and Support Vector Regression next to the DNNs
created by 5.2, the manually-found configuration, as well as the C-80 and C'p-80
DNNs, found by EASY. Thus, DB-80 is used to train the models, and DB-40 is
used solely for testing them. The models are trained to predict either the C, or the
Cp. They are compared using their MAPE metric, computed on the testing DB.
Regarding the training costs, KNNs are SVRs that are simpler models, with training
times of sub-5 seconds, while DNNs require sub-1 minute, on the RTX3060 GPU.
The KNNs and SVRs are created using Scikit-Learn, python’s ML library. Their
hyperparameter tuning is carried out by employing GridSearchCV, a Scikit-Learn
function that performs the tuning by training and evaluating a machine learning
model using different combinations of hyperparameters. The configurations of the
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present models can be found in tables 6.8, 6.9 and 6.10.

Table 6.8: ONERA M6 Wing Case. DNN manually created configuration.

Neurons Activation Function

(128, 64, 32, 64, 1) ReLU/tanh

Table 6.9: ONERA M6 Wing Case. DNN EASY-founded configurations.

DNN Neurons Activation Function
Cr-80 (4096, 4096, 512, 1024, 1024, 32, 1024, 32, 32) tanh/Sigmoid
Cp-80 (32, 2048, 128, 1024, 64, 64) GELU/tanh

Table 6.10: ONERA M6 Wing Case. Configurations of KNNs and SVRs.

KNN-CL KNN-CD
k:2 k:3
SVR-CL SVR-CD
C:0.1 C:10
e: 0.01 e: 0.01

kernel: polynomial kernel: RBF

where polynomial and RBF kernels are the Scikit’s default ones, specifically, for the
polynomial kernel, a 3rd-degree polynomial is used, and for the RBF kernel, the
Gaussian RBF.

The performance metrics of all models are presented in figure 6.5.
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Figure 6.5: ONERA M6 Wing Case. The EASY-founded models are denoted as
"E-DNN”. Both KNN and SVR predict the Qols very satisfactorily. In particular,
SVR outperforms the DNN in predicting CL and CD, while KNN-CL outperforms
the DNN-CL. E-DNNs are superior and equal to the SVR in predicting CL and CD,

respectively.

The two simpler ML algorithms (KNN and SVR) produce equal and even better-
predicting performances than DNNs obtained by the manually created configuration.
However, the DNNs found by EASY seem to be superior. It is noted that the
Gridsearch function that trained several KNNs and SVRs, aiming to find the best
ones, took at most 30 seconds on the RTX3060 GPU.
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Chapter 7

Conclusions

7.1 Overview

In this Diploma Thesis, Uncertainty Quantification, the most critical process behind
Optimization Under Uncertainties (or Robust Design Optimization) was carried out
using three methods: Monte Carlo and two variants of the Non-Intrusive Polyno-
mial Chaos Expansion, gPCE and rPCE. Two aerodynamic problems were studied:
the NLF(1)-0416 isolated Airfoil and the ONERA M6 isolated Wing. Since UQ
is responsible for the skyrocketed costs of RDO, compared to conventional Opti-
mization, the main objective was the development of Machine Learning models, and
mostly DNNs, as surrogates for the expensive Computational Fluid Dynamics code
(PUMA software), especially for the task of UQ. All flows were simulated using
the RANS solver coupled with Spalart—Allmaras turbulence model and the v — Reg
transitional model. UQ was focused on how fluctuations on coefficients that appear
in the v — Rep model would impact the transition point, and thus, C;, and Cp. For
the training DB creation, Latin Hypercube Sampling was used to obtain samples
of the uncertain vectors and PUMA was utilized to evaluate them. The surrogates
were trained to predict C, and Cp, separately or simultaneously, given as inputs
the uncertain vectors.

The NLF(1)-0416 was studied for two operating points (F1 and F2), in parallel. An
initial DB of 40TP was used to finetune DNN configurations in F1 and afterwards
these configurations were trained in 5 different DBs (20, 30, 40, 50, 60 TPs), for F1
and F2. Using these DBs, RBFNs were also trained and both DNNs and RBFNs
performance metrics were evaluated in a large unseen DB of 300 samples obtained
from the normal distribution. The DNN configurations were found through trial and
error manually as well as by employing EASY for hyperameter optimization. The
models trained using the configuration found by EASY were the ones who provided
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the most accurate test results outperforming the RBFNs for almost every training
DB in F1 and F2. Next, UQ was carried out using solely the DNNs trained on the
DB-40 and the results were placed next to the ones computed by using the CFD.
Then, RBFNs and DNNs trained on every DB were combined through stacking
ensemble technique and the resulting model, in most cases, illustrated superior ac-
curacy than the DNN and the RBFN. Last, it is shown that when training a DNN
by leaving out the possibly less important input features (feature selection) one can
obtain simpler models that are close to the initial one as well as, that it is also
possible to end up with a more accurate model.

Regarding the ONERA M6 wing, 120 CFD-evaluated samples were exploited. From
this DB, the first 80 TP were extracted, forming a second DB. DNNs were trained
on DB-80 and DB-120: a single model to predict Cp/C}, as well as two separate
models to predict C'p and C', individually, and were directly used for UQ. To do so,
a well-performing, manually created DNN configuration, from Case I, was employed
to create a total of 6 models. Moreover, EASY was set to optimize 6 different
configurations, one for each desired model, aiming to obtain 6 better predicting
models. It is shown that the two model approach was better than the single model
approach for predicting Cp/C}, and that configurations found by EASY, provided
similar results to the manually created configuration. Last, a small study was carried
out to explore the ability of KNNs and SVRs to predict the Qol.

7.2 Conclusions

After conducting all the studies above, the following conclusions are drawn:

e Fluctuations in the uncertain variables regarding both applications are ob-
served to shift the transition point considerably, highlighting the severe impact
of the uncertainties involved.

e The DNNs could predict C;, and Cp of the assessed transitional flows with
sufficient accuracy. As shown in the airfoil case, their use can cut the UQ
computational cost more than 50% per candidate solution.

e Using evolutionary algorithms for hyperparameter optimization of the DNNs
is a practice that significantly increased the predicting accuracy (up to 82%
improvement).

e In the airfoil case, the DNNs proved up to 10 times more accurate than the
RBFNs, yet they were more complex and roughly 10 times more expensive
to train. Moreover, combining the last two through the stacking ensemble
technique provided models that were up to 50% more accurate than the DNNs.
The trade-off is that the ensemble model includes the cost of every combined
model, which in the present case was trivial.
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e Training DNNs using feature selection (airfoil case) yielded simpler models
(of up to 20% faster training time) that performed closely to the initial one,
and also, one out of the twelve DNNs with reduced inputs, proved 60% more
accurate than the initial one in predicting Cp (Test2).

e gPCE proved more accurate than rPCE, which is reasonable since it is sub-
jected to the curse of dimensionality, while rPCE is not. Additionally, as seen
in the wing case, when a UQ method requires more calls to the surrogate, its
accuracy can decrease due to the enlarged error propagation of the surrogate.

e KNNs and SVRs were also capable of being used as surrogates (wing case),
providing results up to 51% better than the ones of DNNs obtained by the
manually created DB. Their training was at least 5 times faster than that of
DNN5s’, and they are worth testing before using evolutionary algorithms for
DNN hyperparameter tuning.

7.3 Future Work Proposals

Based on the findings of this study, the following future works are proposed:
e ML surrogates can be tested in computationally expensive RDO problems.

e Numerous DNNs and ML models can be developed and stacked through the
stacking ensemble. This way, strengths from various models will be leveraged
further, and the final accuracy will be the highest possible. Moreover, research
can be carried out by testing different models for the role of the meta-learner
in the stacking ensemble.

e EASY can be exploited for more complex DNN hyperparameter tunings, in-
cluding more design variables. It is rather certain that despite the additional
cost, the model’s accuracy will further improve.

e SVR and RBFN can be investigated further. For example, the performance of
the RBFN can be checked by adding hidden layers to its structure.
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Appendix A

Appendix

A.1 Statistics and Data Transformation

A.1.1 Fundamentals

A population refers to an entire group being studied, while a sample is a subset
of that population used for analysis. The mean, also known as the expectation
or average of a set, is the summation of the set’s values divided by the number of
values. Standard deviation and variance can be considered as the averages of
the error and squared error of the set’s values calculated w.r.t its mean. In table
A.1, z; stands for the datapoint under consideration and N, n for the number of
items of the population and the sample, respectively. For simplicity, only symbol
(n) will be used from now on.

Table A.1: Mean and Standard Deviation

Type of dataset .
Population Sample
Parameter
N n
Mean U= M X = Zi:l L
N
N )2 _
Standard Deviation o= \/Zz:l(f\; 1) 5 — \/Zz 1 (i : 7)
n —_—

Given the above, a new quantity is introduced, which describes the association
between two variables (if there is any) in a simple way. Similarly to the definition
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of the variance (the average of a single variable’s variations from the mean), the
covariance represents how variations from the mean in the first variable affect the
variations from the mean in the second variable. Assuming y; and ¥y the observation
and the mean of the second variable the covariance is given by the formula A.1.

> i (@i = T) (Y — 7) (A1)

COVgyy =
v n—1

A.1.2 Transforming Data with Normalization and Standard-
ization

Scaling or non-dimensionalization is a standard procedure in many fields, such as
fluid dynamics, used to reduce complexity and create more general solutions that
can apply to groups of related problems. In this thesis, two scaling techniques were
involved: normalization and standardization.

Normalization is the transformation of a dataset to fit into the [0,1] interval while
keeping its inherent structure identical to the one before scaling. This procedure
requires the formula displayed in table A.2 to be applied separately to each feature.
In the context of the present ML algorithms, normalization, if skipped, features
with larger magnitudes will disproportionately influence the training phase and lead
to bad-performing models. In the scripting environment there are scaling models
that can be fitted into the data for this particular task. The so-called scalers learn
the extrema of each feature of the training DB and are used to scale new data or
unscale an ML model’s predictions back to their corresponding magnitudes, using
information derived from the initially available data.

Passing on to the second scaling technique, standardization. As stated above, the
standard deviation measures the average deviation from the mean. We select a ran-
dom value (z;) out of a sample. If any distance from the mean (z; — u) is divided by
the standard deviation, the result will be that distance in standard deviation units.
Namely, the new standardized value translates to "how many standard deviations
from the mean”, and its sign dictates the direction.

The critical difference between the aforementioned two techniques is that normal-
ization fits the data inside the interval [0, 1] without transforming their internal
analogies, while standardization centers the data around 0 with a standard devia-
tion of 1.
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Table A.2: Scaling formulas

Normalization Standardization

— _Ti—Tmin _
Ty = ——— Ty =
Tmax —Lmin

A.1.3 The Pearson Corellation Coefficient

The Pearson product-moment correlation coefficient, or PCC with the symbol r,
measures the strength of a relationship between two variables [57]. It is defined as
their standardized covariance. It can be seen in A.2 that to standardize the cov,,,
one has to divide it by the multiplication of the variable’s standard deviations s,
and s,.

=2 (A.2)

528y

It can take values that fall inside the interval [-1,41], where -1 indicates a perfect
negative relationship and +1 a perfect positive one. A negative relationship occurs
when one variable increases and the other decreases. The opposite is valid for a
positive relationship. The strength of a relationship increases as the absolute value
of r increases. A r=0 displays a situation with no relationship between the two
variables. In Figure A.1, some different cases are illustrated to provide a better
understanding of PCC.

A F s . -~

Y
Y

>
»

A d

Figure A.1: PCC example. Figure from [58].
However, some assumptions - cons accompany the use of PCC. First, PCC is sen-

sitive to outliers, and the correlations that can be detected are only linear ones.
Moreover, the variables must be continuous and measured at an interval (must be
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evenly spaced) or ratio level (must be evenly spaced and have a natural 0). Last,
the data from both variables should follow normal distributions.

A.2 Backpropagation

Backpropagation is the core algorithm behind ANNs. It is performed after every
update on the weights and biases of the ANN, and its task is to compute the gradients
of the cost function (C) with respect to the weights and biases. Aiming to present
how Backpropagation works, it will be explained on the simplest neural network,
consided of layers with only one neuron (figure A.2).

Figure A.2: Simplest neural network with layers consisted of one neuron

The cost function C(wy,b...,wr,br), for the ky, Training Pattern’s target (yx) is
written equal to (a(L) — yk)z, for simplicity (eq. A.5). Eqgs. A.3 and A4 illustrate
the summation, on the L;, layer-neuron, before and after the application of the
activation function (o), respectively.

21 = B gE=D 4 plT) (A.3)
o't = g (2 (A.4)
Co = (CL(L) — y0)2 (A5)

As stated earlier, the goal of Backpropagation is the computation of the gradients
of the cost function with respect on all weights and biases.

VO =
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The egs. A.3, A.4 and A.5 illustrate how the weights and biases influence the cost
function, and thus, the chain rule is applied as follows:

aC, 020 9ah)  aC,

G0 ~ gu®  9:0 " ga) (4.6)
aC,  0:B da®  aC, A
b0~ b0 920 DalD) (A7)

The terms of eqs. A.6 and A.7 read:
oC
Wf) = 2(a!") — yp) (A.8)
daL)
50 O 2)) (A.9)
(L)
35)@) = gD (A.10)
HzL)

It is highlighted that since this calculation is solely for the 0y TP, one must take
the averages of all TP:

oc 1L o,
PuD ~ T; 2= Bu® (A12)
and
1 k—
=1 (A13)

=0

Eqs. A.12 and A.13 present the calculation of the last two components of the
gradient vector. At this point, one is able to compute the gradient of the cost
function with respect to al’=Y, and "here is the idea of propagating backwards
comes in” as said in [59]:
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800 8Z(L) aa(L) 800

JaTD ~ 5D 92 Jall) (A.14)
where from eq. A.3 there is
021D .

Now by iterating backwards this chain rule method, all components of the gradient
vector can be computed.

The arising question at this point is what happens when the ANN has mutliple
neurons on every layer and not just one.

In an ANN where every layer has multiple neurons, every layer must have its own
neuron counter, an additional symbol (regarding every layer) that will be inserted
to the equations as subscript. Assuming that layer L neurons are indexed by the
letter n, and the ones of layer (L-1) are indexed by the letter m.

Figure A.3: Two-layer neural network with 8 neurons in the first layer and 2 neurons
in the output layer.

The cost function this time is the average of the errors of the output neurons, but
for simplicity only their sum is considered:

1
Co = Z (aﬁlL) — yon)2 (A16)

Egs. A.6 and A.7 will stay practically the same, by only adding the appropriate
subscripts:

aC, oz aall  ac

00D o) 0:P oD

(A.17)
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aC, 9" aal  ac,
oh) ol 0P dall)

(A.18)

However, this time each neuron in layer (L-1) affects the cost function through

several distinct pathways. Thus, the gradient of the cost function w.r.t. a%L) (eq.

)

A.14) must change. Essentially, the influences of a'f™ to the cost function must

be summed over layer L.

0Co  ~—~ 02 0al?  0C, (A.19)

dalt™ e dalr™ 9" o

A.3 Radial Basis Networks

The general concept of Radial Basis Function Networks is that they are simple three-
layer feedforward fully connected neural networks in which the role of the activation
function is held by a specific group of functions known as Radial Basis. This type
of network is commonly used for function approximation in regression tasks. It is
highlighted that RBFNs assessed in this work are not trained using backpropagation.
The approach followed for this type of network can be found at [60].

The Gaussian RBF

RBF is a function whose output is highly influenced by the Euclidean distance
between some input x and a fixed center ¢;, the center of the RBF. This is how its
name came about. There are many types of RBF functions, out of which the most
known and utilized in this thesis is the Gaussian RBF

_ (zfci)2

2
CIDZ-ZG %

where o; is the variance around the center, also known as radius, which can be
considered as a hyperparameter of the model when training an RBFN.
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Ewcaywyi

H Awmhopotind avth Epyasta uhonoteltar otny teptoyt| tng BeAtiotonolnong popgphc
CWUATWY UE AEEODLVAUIXA xpLThpLL, AduBdvovtac uton ofeBaidtntec. Ewbwdtepa,
OLEPEUVE TNV ETAEXELN TV TARRME GUVOEBEUEVWY BordltdV VELPGVIXGY BIXTUWY TEOG VLG
TPOPOBOTNONG WG UTOXATAC TUTOY TOU UYNAYS ToTOTNTAS 0AA TOAD oxet300, emAUTY
Trohoyotnrc Peuotoduvouxric yio tnv Ilocotixonoinon ARefondtnrac (UQ). Autr
elvor 1) Baower| Sladixacta oty avalhtnon e BEATIOTNG aEpOBUVAUIXTC LORPNS TOU
umopet vo Yewpniel hydtepo evalodnmn otny enidpaon ofefutotitoy (Xtfopdc Yye-
doopoe 1 UQ).

H UQ npaypatonoteiton ye ) ypron Monte Carlo (MC) xau tng uedodou tou un-
emeuPBotinod avamTOYHOTOS ToU ToALWYUULXoU Ydoug (niPCE) oe cuvbuaoud pe tov
emh0Otn Troloyotxic Pevotoduvauixric (CEFD) 7 éva unoxatdotato goviélo yio
000 aEEOodLVAULXE TEOBAAUATO TOU 0PoEOVY UETUBUTIXES POEC: TNV NLF(1)-0416 UEU-
ovouévn agpotour) xou TNy ONERA M6 pepoveuévn ntépuya. Ot poéc mpocwuothvov-
Tou ue To owxeio hoyouxd PUMA g Movddac Tlopdhhning Peuotoduvauixrc &
Bektiotonoinong tou EMII, emibovtag tic Reynolds-Averaged Navier-Stokes e€io-
oeic pall pe to Spalart-Allmaras povtého tHpfne xa to poviého uetdfBuone v — Rey.
MehetovTon nepintaoeic ue offeBondtnTeg mou oyetiloval UE CUVTEAEGTEC TTOU EUGIVi-
Covtar 670 povtého petdfoong v — fieg.

BeAtiotonoinorn und ABeBodtnteg

LyedbV Oha Tar TEOBAAUATO TOU TEAYHATIXOU XOOUOL, OTwS 1) BehtioTonolnoT oy r|uo-
T0¢, UTOXEWVTAL GE Xdmolo Badud afeBadtnTog. Mropel va oyetileton ye oToyaoTinég
otatapary€c mou emneedlouy To TEPBAANOY, TIC TOPUUETEOUC GYEDLIoUOD 1 TNV oll-
OAGYT|OT) TOU CLUO THUATOC.

Qdc amotéheopa, ciodyetar 1 <Behtiotonolnon und AReBoudtnrec> N «Xtifopdc Xye-
Olopos>.  Xto mhaloto authc Tng epyactag, 1 éugacn diveton oTic ofeBaudTnTES
mou oyetilovtar Ye T TEPYBUANOVTIXES TUPAUETEOUS Tou cuoTdatos. ‘Etot, mpay-
portomotelton prot Tagvounon METAE) TV METOBANTOV £16600L Tou cucTHatos. Kotap-
Y4, vndpyouvy ol N uetoffAntéc oyediaouo (b € RM), o1 onolec Beloxovtar Lo TOV
€heyyo Tou oyedaoTh. Trdpyouv enlong oo M mepBorroviixée, otBapéc 1 a3éfoueg
uetafintéc (€ € RM), oL omole¢ €lvol TUPAPETEOL TOU ATOTEAOUY UEQPOC TOU TEQL3GA-
AOVTOG TOU GUCTAUATOS GAAG LUTLOXEWVTOL OE Xdmolo Podud otoyacTixétnrag. O neplB-
oANOVTIXES UETABANTES Efvan EXTOC TOU EAEYYOU TOU GYEDLUCTH.

o ) povtedomoinom Twv oféBawy YeTABANTOY, 0 Yeotne meénel va utovécel Ot
x&e pla oamd autég oxohoudel ol Yvwo T ouvdptnon tuxvétntog mdavétntae (PDF).
Ytnv mopoloa peéT, OAeg ol afiéfoieg YeToBANTES Vemprinxoy xavovixd XATUVEUN-
MEVES YUPW amd TIG MECES TYES TOUG EVTOS TOU OLUC THUTOSG (i — 30, pi + 303], (tpia
olyua).
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Figure 7.4: KaOohikn pélniotn évavn onfaprs pédtiotns Adons. Edv o oyedi-
aouos yivetar yia tny mpaypatikny fértiotn Avomn, 6nkadn to kaloliké péyioto tng
ourdpTnons, MIKPES afefaidtnTes oTis LeTaPANTES €10600v umopoly va odnynoovy oe k-
apetikd avemdiunta arotedéopata. (2§ ek ToUToU, 0 €VTOMIONOS THS 0TPAPHS PEATIOTNS
Avong onuaiver tny e€lpeon uiag mepioyns mov poiwdlel ue koldda €vtog tou mediov
Tuoy.  Xtny mepittwon avty, ot HeTaPoAES OTIS €10060U§ 00NYoUV O€ auUeANTEES
pnetaporés otny tiun e€édov tng F, kathotwvtag tov oyedaous modd mo a&iomoro.

Yxnua ané [10]

Mnyovixy Mddnorn xow Badid Nevpwvixd dixtua

H Mnyavixry Mddnon (ML) xou to unonedio tne, n Bothd Méidnon (DL), eivou 800
ONOEVOL %01 TiLO ONUOPUAELC TOUElC OToU ahybpLioL UToPOLY Vo EXTIdEVTOUY OE Evay
CLYXEXPIWEVO OYXO OEBOUEVLV XaL 0T GUVEYELX Vo exTeElécouV TeoBAEéelc o véx
adeara dedoueva. ‘Ooov agopd tor utoxatdotata povieha yioo CFD, ou alyoprduot
TOL YENOWOTOLOVVTAL YL TNV, YUUNAOU XOGTOUS, TEOCEYYIOT) CUVAPTHOEMY AVAXOLY
oty xotnyopla ML mou eivan yvowoth we uddnon ue enifiedn (supervised learning).
‘Evag emheypévog aprduog dlavucudtwy eloodou alloroyeitow ye tn yerorn tou CFD
xou o Levyn ewoddou-e£6dou ctolBdloval, oynuotiCovtac Tt Aeyouevn Bdon Ae-
Souévov (DB) exnoidevone. To Teywntd Nevpwvind Aixtuo (ANNs), tou amexovi-
Covtar oto oyfua 7.5, ebvar 0 x0ptog TOTOC UOVTENOL TOU BLEQELVATIL GTNV TUEOUCX
epyaoio. Elvar umohoyiotixd cuoTAuaTo oyedlacuéva Vo UdovvTon T Aettovpyla Tou
avlp®mvou eYXe@dAou xou VewpolvTal UEPOS TOU EVPUTEPOL TEBIOU TNG UNYUVIXAC
udinone. Bploxovtouw axpBae otn Sryweto T yeouur yetolb ML xaw DL. Auto
oyler 6T, ue amhd Adye, T Badid Nevpowwixd Aixtua (DNNs) eivor ANNs pe
TEPLOGOTEQRY AT €V XPLUPA GTEWUATA. T TdEyouv BU0 xUTNYOopleg TUPUUETEMY TOU
eumhéxovton oto ANNs. Ilpdhtov, ot 800 TimoL exmoudelouwy TopoUETEwWY, BNAON
Ta Bden xou ot Opol bias, Twv omolwv ot Twée mpocupuolovial xaTd TN OldpXELd
e exnofdevone.  Aeltepov, ol Toludpriues UTEpTaEoETEOL, OTWE O apLIUOC TKV
OTEWUATWY, Ol VEUPWVES OV GTEMUA XL Ol TUTOL GUVIQTHOEWY EVEQYOTOINONG, OL
omoieg elvon mapdueTeol tou xadopllovion amd Tov yeNoTn TEWV amd TV Evopln TNg
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Figure 7.5: II\rjpws ovrdedepuévo DNN mpdothas tpogpoddtnons. Xxniua and [34]

Kdée veupovag, extdg and exclvoug Tou oTpmUATOS ELGOd0L, AdUBdvel TANpogopleg
OO TOUG VEUPMVES TOU TRONYOUUEVOU GTPOUTOS Xal 0T cLvEyel PeTofiBdlel Tic
enelepyaopévee, uéow tne elowong 7.20, ThAnpo@opiec GTOUC VELPMYVEC TOU EXOUEVOU
otpouatoc. O tinog utohoylopol Tng e£6060U TOU VEUPMVY EYEL WS EENC:

y=fO_ zaw; +b) (7.20)

omou y etvan 1 €€000¢ TOU VEUPWVA, Y, Z;w; lvor To dlpotoua Twv E£00wv xde VeEuphva
TOU TEONYOUUEVOU ETUTEBOLU TOMATAACLUOUEVES Ue Tor avTioTotya Bden, b elvan o bpog
bias xou f etvan 1 un ypouuxr, cuvdptnon evepyonolnong.

Mévobol ITocotixonoinong ABeBondtntag

H uédodoc Monte Carlo eivon o UTOMOYIOTIXT) TEYVIXT] TTIOU YENOWOTOLELTAL YLl TNV
extiunom Ty miavey anoTeAEoUdTLY eVOg aEBotou YEYOVOTOS 1 Yid TNV TEOCEYYLON
ANooewy ot poinuotind teoBAfuata tou mepthopfBdvouy tuyaieg petoBAntéc. Trové-
Tovtag éva meoPAnua ye M oféBatec petofintéc, 1 yerion e MC yio UQ €yel we
e€hc. Apyxd, évog emduuntoc aprdude tuyaiwy dravuopdtoy (N) teénet vo avtindel
a6 TNV xowvA xatovoun Toug Dy ®- - - @Dy, T va yiver autd, Aopfdvovton N tuyatot
aprduol and xdie xatavour D;, dnuovpy®vTog Tor a3Efota deryaTind dloviouaTa. 3TN
OLVEYELL, POV XATOLO HOVTEAD UTOAOYIOEL TIC £H00UC TOUC, ECAYOVTOL OL OTATIC TIXES
cotéc twv [locothtwy Eviagpépovtog (Qols).

H pedodog niPCE agopd tnv oploywwvia dudomacy wog otoyactxfic Qol o wa
XUTIAANAT) OELRd, UE OTOYO TOV AVAAUTIXO TROGOIOPIOUS TWY CTATICTIXGY QOTWY TOU
amoxoppévou avantiyuatog. O uéyiotog Badudg Tou avamtiyuatog ebval Yvwotég
w¢ <TdEn ydouc> (k). Xto niPCE, n avixewevixs ocuvdptnon F(€) avtyetwnile-
ToL W <HodPO XOUTES X0l OVUTTUCOETAL WG YRUUUIXOG GUVOLICUOSC LG OXOYEVELNSG



TOAUBLAG TATMY 0pYOXAVOVIXGY TOAVWVUULY W¢ €ENXC:

Q-1
F@O) ~ Y JiP(@) (7.21)

i=0
omou @ = (AA{[TIS)! elvar o peyoAitepog Paduog Twv 0pHoxavoviX®Y TOAUBIICTATWY

ToAuwVOULY P;(€), xou J; elvan tar avtiotouyo Bden Touc.

O péooc 6poc xou 1 Tumx amdxhion uroroyilovtar we e€ng:

(7.22)

O vumohoylouode tou J; mpayuatonoelton eite pe ypron Gauss Hermite Quadrature
elte Ye ypron wag mpooéyylone mou BaotlleTton ot Ypouuix TUALVOPOUNOY), OTOTE
meoxUTToLY ot 600 moapuAlayéc Tou niPCE, mou allomoifinxav: Gauss Quadrature
PCE (gPCE) xot Regression PCE (rPCE).

ITocotixonoinorn ABeBotdtnTag oty ReEpovoUevY acpotowry NLF(1)-
0416

AZiohoyeitan 1 yeron Twv DNN yio UQ otny mepintwon evog npoBAfjuatoc pofc yOew
a6 o yepovepévn agpotopr. To DNN ouyxptvovton ye to CFD xou to unoxatdo-
tato RBFN rnou yenowonoteitoaw oto [54] v Tov B0 oxond. EZetdlovion TECOEPLC
of3efarotnteg mou oyetilovtan ye téooeplc (M=4) otodepéc (Ca1, Caz, Co2, Co,t) TOU UOV-
Téhou uetdfoong ¥ — ﬁfeg. O tedeutaieg emhéydnpay g mnyée ofeBaudtnToc Tou
novtélou, xadoe Baduovourdnxoy e Bdor euneElpnéc TANEOGORIEC TOU TPOEpyOVToL
am6 melpduata. ¢ ex ToUTou, clvar ebAoYo OTL Ol TWEC TOUG EVOEYETOL VoL YNV €lvol
oL TAEOV XUTAAANAES YLl OPLOUEVES SANES TIEQITTAOELS. LTOYOS NHTAV Vo TOGOTIXOTOL-
el n enldpaon} Toug otoug cuvtekestéc Avwone xa Omovdérxouvoas (Cr xaw Cp)
NG OEPOTOUNG.  MLYXEXQPUEVY, OAeg ot af3éfoucg petofAntéc Vewprinxoy xovovixd
HOTOVEUNUEVES YUPW amd TIC OVOPOOTIXES ToUC TYéS (Uéoec Tuée) pe oudaipetar emt-
Aeypévee (10% twv Yéowy Tov Toug) Tutixés anoxAioel (oyfuo 7.6).

~ N(2.0,0.2)
~ N(0.06,0.006)

~ N(50.0,5.0)

~ N(0.03,0.003)

Figure 7.6: NLF(1)-0416 aepotour). ABéBaies uetaPAntés

To povtéha exnandedTnxay woTe va AauBdvouy ta ofSfona dlaviouaTa LETOBANTOY ¢
eloodoug xan vo mpoPAénouy Tic emduuntéc Hoodtntec Evbiagépovtoc (Qols), mou
OrapopeTixd utoroyilovtay e TV extéleon evog axpBol xwdixa CFD. Emmiéov,



YENOWOTOLOVTAG Ta UTOXAUTAOoTHTY, Teaypatonotiinxe avdiuor svacdnolaug yia Tig
tpewe egetalopeveg peddoug UQ, xadde autéd Aoy told gpinvdtepo (oyeddv duwpedy
HE évor EXTAUBEVUEVO UTOXOTAoTATo) and 6,Tt pe tov xddwa CED.

Xenowonothdnxe évo dounuévo mhéyua tomouv C 705x97 x6ufwv pe péytoto y+ =
0, 74, oynuotilopevo ond tetpdmievpn, To onolo Beédnxe oto [55].

O axdhovieg pehéteg aoyoholvton pe v acpotoury NLF(1)-0416 yix 80o Sopope-
TiXég oLVUTXES POY|C, OTILC oToV Tivoa 7.3.

Table 7.3: NLF(1)-0416 aepotour). Xuviikes pong

Flows M, a. Re,

F1 01 203> 4x10°
F2 03 4.07° 6x10°

H évtaon e topfne tne ehediepnc poric etvor Tu=0,15% xat oTic 600 TEPITTHOOELC.

Me otéy0 1 dnuiovpyia tne DB exnaidevong, yio xde cuviixn pore, yenoyonotiinxe
1 pédodoc Serypotodndiog hatvixol urepxdfou (LHS) yio tn Sevypatorndio 40 6t
ovUoUdTOV (e 4 xaTaywehoelc To xadéva) amd To Yweo Twv oaBERowy HETABANTOY.
Y1n ouvéyew, o emAltng RANS unohdyioe 1 pot| xou drnutovpyinxay 600 DB ex-
Toldevomg.

Y10 Xyfua 7.7 mapouctdlovTal oL XATAVOUES TOU GUVTEAESTH TE3TC (C'f), ol OTOlEC
ameovI{oVTaL YLl TIC OVOUUOTXES TYES Tov af3éBatwv uetaAntoy pall ue autég mou
Topdyovtar and To 39 mpooveta delypata. To F1 ocupgfoliler tn <Por 1> xa to
F2 1t <Por} 2> O andtoues Yoopuués o€ auTd TO BLAYROUUA AVTLGTOLY 00V GE OTUEla
LETEPoong amd oTEMTY o TURPB®BT PO



F1(A0A=2.03°) F2(AoA=4.07°)
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Figure 7.7: NLF(1)-0416 aepotour). Kaztavoués Cy kar ya tg 6o ovviijkes pors.
MdAov pikpés aldayés otis apéfaies petafAnTés éxovy peyddo avtiktuno oto onueio
pnetdpaons. Xtn deltepn mepintwon mapatnpeital pueyaditepn tupPaons mepoxn ylpw
ané to tunua wns aepotouns. To televtaio ovpPaiver kypiws Adyw tng vPnAdtepns
ywria§ mpooBoArs.

Mot pe v meodtn DB Ttwv 40 TP, otny onolo tedetonotidnxe xdde yoviého auvtod
TOU XEPaALOU (sm)\ow’] TNG UPYLTEXTOVIXTC XAl TV unspmcpocpétpcov), onutoveY o nxoy
enlong téooepig axoun DBs dwgopetinidv peyedov ye ™ yeron derypatorndlag LHS.
Autéd to Brua €ytve Yy va eheyy 000y oL SUVITOTNTES YEVIXEUOTC TOV OLOUORPMCENDY
TV YovTEAWY Tou PBedtiotomot\inxay yio pla cuyxexpévn DB, 6tav exnadedov-
Tou o€ OtapopeTinés (xotd péyedog). H Bradixasio mporypatomotidnxe ot yio tig 800
ouviixec pofic. Ot mpdoletec DB Aoy dheg aveZdptnree petold toug (Snhady ot
UXEOTEPES BEV OMOTEAOUGOY UTOGUVOR T®V UEYURDTERWY) Xou amoTe oUVTaY omd 20,
30, 50 xou 60 mpodtuna exnaddeuone (TP), avtiotowya. Troypouuileton 6Tt Gha Tar YOV-
el Terctomotinxay ot BA tov 40 TP, aroxieiotind yio v F1, xou 611 dAeg ot
mpocvetec DBs yenowonot(dnxay yio Ty exnaideuct towv mpoxadoplouévmy dlopop-
pooewv DNN xau tov ékeyyo g anédooric Touc. ‘Ocov apopd Ta UTOXATAC TOTA
RBFN, ané xde dragpopetiny) DB exnaudettnne éva RBFN 600 e£68wv.

Emunicov, dhha 300 detypota, and Tic 4 oféBateg petaBintée, onuoupyRinxay tuyoala
(oxohoutdvTag Ty xovovixt xatovour) xou atohoyinxay yenooroudvtag 1éoo ta
umoxotdotota 6co xot Tov emAUTn RANS udniric motdtntag, e otédyo va extyuniet
1 anédoom xdde exmoudeuvuévou Yovtélou oe auTh TN peyahOTepn adéatn DB.

Apyixd Beédnxe yewpoxivnto U€ow Soxung xan o@dhuatog o dtopopgpnor DNN xaifc
anodoone. Anogaciotnxe va dnuovpyndoly 6Vo Leywetotd DNN yio xdde cuvirnm
eofc, To éva Yy Ty meofBiedn touv Cf xou to dhho tou Cp. ‘Oha Tor LOVTER EX-
roudedTnnay oto TensorFlow yenowonowwvtag o model checkpoint callback yio tnv
omo¥XEUoT) TOU HOVTEAOL TOU TOPRYaYE T1 YoUNhoTERO o@dlua emxdpwong (vali-
dation loss) and ohec Tic emoyés, wote va amogeuydel 1 unepnpocopuoyt. Kdde
otouoppworn DNN oudulotnxe Aentouepns 6cov agopd to F1 xou otn cuvéyeio ex-
ToudevTNe xan oto F2. H @don exnaldevong mpoyuatonomidnxe yio 1500 emoyéc
XL, 6C0V APoEd TO LTOAOYIGTIXO x6GTOC, xdUe povieho exmtandeldtnxe o o GPU



RTX3060 vy Ayotepo amd €va hentéd. ‘Etol, 1o umoloylotind x60T0¢ Yo TNV EX-
ToldeVoT TWV BVO LOVTEAWY elvan AMy6TERO amd 800 Aemtd. Aoufdvovtag unddn dTL To
x60T0¢ dnuoupyioc tng DB tou 40TP, ue t yeron tou emhuts) RANS, eivan mepimou
10 tpeg, oto cuYXEXPWEVO GEVARLO, TO x6GT0C exmaldeuone Twv DNN umopetl vo dew-
endel operntéo. Emmiéov, o doywptondc emxdpwong (validation split) emiéydnxe
oto 0,1, npdyua mou onuaiver 6t o 90% xdde DB yenowwonotfinxe yio exmoideuon
xou to 10% yio emxdpwaon. To péyedoc tne moptidoc (batch size) puduiotnxe tévtote
€101 WoTE Vo avTioTolyel oe ohdxAnen T DB, xodoe mapatneidnxe 6t ov odhoryég
OE QUTH TNV TOEAUETEO elyav EAdyLOTO avTixTUTo OTNY axp(BEta Tou wovTélou, bTou
HdAOV, auTO 0QeENGTAY oo UxEd ueYEUT Twv DBs.

Y ouvéyetla, allomotinxe To Aoylopxd BEATIOTOTOMONS UE TNV Topoy Y| TNS Slade-
puong mou Beédnxe ue o yépt we apyr| utodrpla Abon. O otdyog ftav va Beedoly,
oTov (BLo apriud enoywy, apyttextovixéc DNN rou Yo napryoryoay 1o eAdytoto o@dhua
emlpwong. §2¢ ex T00TOU, TO GPAAIA ETXVEWOTS (mou Topoxohoudeitar and To model
checkpoint) oplotnxe we 1 avtxeuevny| cuvdptnon authc e PedtioTonoinong utep-
TOUEUUETEWV.

Or petaPBAntéc oyedlaouod \Tov: oL TUTOL CUVAPTHCENY EVERYOTOINONG, EVag Yo xdie
XEUPO OTEMUA XL EVOC YA TO OTEOUN E£600U, 0 aptiUoC TOV XEUPMY CTEWHUATOY X0l
0 aptiUOg TWV VELPGVLY Ve GTEOUN ¢ d0voun tou 2. H dioudppwon tou Begdnxe
yerpoxivnta napovotdleton dimha oty EASY-evpedeioa otoug mivoxeg 7.4 xan 7.5. Kou
oL 600 BlaopPwoelg Tapelyay ok woavdTnTa Yevixeuong. 2oTo00, 1 dEYITEXTOVIXN
mou Beélnxe and tov EASY ftav xolltepn amd tnv apyttextovixr) mou Peédnxe ue
T0 YépL o€ xde PeTEINY| O@dhaTOC. AUTé ETPBEBAULDOVETAL TURATNEWVTIS TO GPUAUTA
doxtunc (test losses) touc otoug mivoxeg 7.6 xou 7.7.

Table 7.4: NLF(1)-0416 aepotoun]. Awaudppwon DNN mov Bpédnike xepokivnta

Layers Neurons Activation Function Batch Size Loss

7 (4, 128, 64, 32, 64, 1) ReLU/tanh Training Patterns MAE

Table 7.5: NLF(1)-0416 aepotour]. Awapdppwon DNN rov Bpéinke and tov EASY

Layers Neurons Activation Function Batch Size Loss

8 (4, 256, 512, 4096, 64, 32, 512, 1) GELU/RelU Training Patterns MAE




Table 7.6: NLF(1)-0416 aepotoun.
Yodlpa dokipris DNN - (Suapdppwon
mov Bpélnke yepoxivnta)

Table 7.7: NLF(1)-0416 aepotoun.
Yod\padokiuric DNN (Suapdppwon mov
BpéOnke and tov EASY)

DNN Test Loss (MAPE) DNN Test Loss (MAPE)
F1-Cy, 0.059% F1-C7y, 0.021%
F1-Cp 0.38% F1-Cp 0.2%

F2-Cy, 0.085% F2-C, 0.015%
F2-Cp 0.89% F2-Cp 0.5%

Emiéyovtac tn EASY-eupedeioo Siopoppwon yio Tor emduevar Bridata, ta DNNs xou
RBFNs exnoudettnray oe dheg ti¢ npoavagepeioeg DBs. H andédoon twv yoviéAny
eréyinxe ot DB-300. To anotedéopata napovoidlovion 6To oy o 7.8.
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Figure 7.8: NLF(1)-0416 aepotourj. XedAuata dokiuric DNN wvs.
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= DNNCD
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F2-CD

2.26%

20 30

== DNNCD
== RBFNCD
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Database Size

RBFN. OAa

ta povtéda kdOe vrmomepintwong extamidevtnkay otis mévte mpoavapepleioes BA kai
dokipndotnikay otny e DB ue 300 detypata. Ta ndvew Swypdupata apopoly to F1
ka1 ta kate to F2. H vrepoyn twv mpoPfAéewr tov DNN elvar mpopavris.

Y1n ouvéyela, yenoworowwvtag To DNN xa to CFD, npaypatonotfdnxe UQ ue MC,
gPCE xa TPCE vy apxetoig oprduoie detypdtov. To mo onuovtind ototyelor omd
outh T uerétn UQ ouvodiCovtou otoug mivaxeg 7.8 xon 7.9, yio tig F1 xou F2.



Table 7.8: NLF(1)-0416 aepotour). Méfodor UQ ya F1

Method/Tool Time Units uCp, oCp, uCp ocCp
MC-DNN(500) 40 0.7208 0.004933 0.006179 0.0004484
gPCE-DNN(k = 2, 81) 40 0.7210 0.005002 0.006161 0.0004573
rPCE-DNN(k = 2, 140) 40 0.7204 0.004310 0.006236 0.0004196
MC-CFD(300) 300 0.7208 0.004904 0.006185 0.0004792
gPCE-CFD(k = 2, 81) 81 0.7210 0.004923 0.006153 0.0004477
rPCE-CFD(k = 2, 81) 81 0.7208 0.004584 0.006174 0.0004199
Table 7.9: NLF(1)-0/16 acpotopsi. MéSodor UQ ya F2
Method/Tool Time Units uCp oClp 1Cp aCp
MC-DNN(500) 40 1.0206  0.006888 0.007669 0.0005546
gPCE-DNN(k = 2, 81) 40 1.0211 0.006978 0.007634 0.0005648
rPCE-DNN(k = 2, 140) 40 1.0207 0.005712 0.007649 0.0004329
MC-CFD(300) 300 1.0206  0.00705 0.007632 0.0005473
gPCE-CFD(k = 2, 81) 40 1.0210 0.006955 0.007603 0.0005399
rPCE-CFD(k = 2, 81) 81 1.0209  0.00634 0.007608 0.0004929

Téhoc, mpaypatomolinxoy 600 TEOCVETEC UEAETEC OYETIXE UE TO UTOXATACTUTO UOV-
ého. Ilpwrov, yio tnv addnon tng axplBetag, T DNN xouw to RBEN cuvoudotnxay
uEow tNg teyvixrc stacking ensemble pe 0 yprion evOg UOVTIENOL YEUUUIXNG TaALv-
dpounone (Linear Regression) w¢ péta-povtého (ta anoteréopato anetxovilovion 6To

oyfua 7.9).
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Figure 7.9: NLF(1)-0416 aepotour]. XpdAuata doxiurisc DNN vs. RBFN vs. Meta-
model (LR). OAa exnaibedtnkar ong névte napandvew DBs kar doxipdotnkay otny O
BA 300 éeryudtrwv. Ta ndvew owypdupata agopoly to F1 kar ta kate to F2. Xug
TEPITOOTEPES TEPITTWOES (Tepimov 3 s 5), to ouvrduaoTiké uovtélo mapeiye PeAti-
wuérn axpiPea. (20T600, T€ OPIOUEVES AANES TEPITTAOOELS, €ly€E YEPOTEPES €TIOOTEIS
ané to DNN.

Aeltepov, axohoudwvtog Ttig vnodeilelc tou PCC (nou e&nyeltan oto Ilopdptnua
A.1.3), T« DNN exnandeld Ty anoxAelcTd oty DB-40, agrivovtag extog To mi-
Yavedg Ay dTepo onuavTind yopaxtnelo Txd eio6dou (oyfua 7.10. Tpayuatomomdnxoy
TEELG DLUPOPETIXES DOXLIES:

o Testl: Exnaidcuon DNN napakeinovtog ¢
o Test2: Exnaidevon DNN nopoieinovtag cpy

e Test3: Exnaidcuon DNN nopaleinovtag ¢, %o coy

11
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Figure 7.10: NLF(1)-0416 aepotouny. To apxikd opdApa doxkiuric DNN ouykpivetar
pe avtd towv Testl, Test2 kar Test3 ya F1 (dvw Gwypdupata) ka1 F2 (kdvw Saypdy-
pata).

ITocotuxonoinon ABefoadtnag otny pepovopeévy ntepuyae ONERA
M6

Auth 1 egapuoyr| aoyoleiton e T yerion DNNs vy UQ oty nepintwon wioag toidido-
TAUTNG PONE YUPW amd Wiar Yepovewpevn ttépuya. Ilepay twv Tecdpwy otoepnv Tou pov-
Téhov peTdBaong, N Tpay UTNTO TS ETLPEVELLS, ypms ~ N (5-1075,1.6-107°), cuunep-
IWAeOnxe wc Téuntn oféfoun petaBinti (M=5). Auth n tooétnta umopel eniong vo
Yoo Tnelo Tel au@LoBnTAoUNG TIoTOTNTIC, XURIS AOYW TEQLOPIOUMY TWV UETEHCEWY.
Y16y0¢ fTav va tocotxoromniel 1 enldpaon tov afeBaotitwy otny Cr xaw oty Cp,
xenoylomowwvtag DNN.

To mpwTtopynd TeoBhnua aopd pa ot Yoew and TNy ntépuya ONERA M6 pe My =
0.262, Re = 3.5-10°, yowvia TEOGPBOAAC 1o Ywvia EXTEOTAC xou ot 800 puiuLoUEveS oE
0°. H évtaon e tpBng eivar Tu=0.2%. To Srodéoiua mpo-a&tohoynuéva 120 aféBoua
otaviouato AMeunxay pe yeron LHS. Ta 6edopéva opyaviinxay ce 600 DBs: 7 ula
ue 80 TP xou n deltepn ye dha T dldéotua TP, donhaor| 120.

O otatiotinég pomég tou Oy T600 yiot TNV TAELEE TNG LUTOTEONE OGO oL Yl TNV
mhevpd tn¢ mleong unoroylotnxay ue TIPCE-CEFD. Kot yio tig 800 mAgupég Tne ntépuyog
TOL AMOTEAEOUATA TAV OYEDOV TOUVOUOLOTUTA, XL, ETOUEVKC, UOVO oUT TNG TAELEAS
avapeogpnong amexovilovtar ota Lyruate 7.11. Ye autd qoiveton to mol Aopfdvet

12



YWea xatd p€co 6po 1 Evapdn Tne UeTdBaong, TapdAinia ue To T6co evaioUnTy elvor
oTi¢ e¢etaldueves afefondTneg.
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Figure 7.11: ONERA M6 ntépuya. Xtaniotikés ponés tov C'y, mAevpd mieons. Méon
uun (apiotepd) kar Tumkn anékhion (6e&id).

H rPCE Sie&xiydn yio tao DB-80 xou DB-120 xou tar amoteAéopota Yewprdnray we ta
anoteréopota UQ udpnifc motoéTnTa.

[N xdde DB, yenowwonotinxe 1o 90% towv dedouévwy yio exnaideuon xo to 10% yia
emVpwon. Hpoypatonomidnxoy dbo npoceyyioec. Oewpwvtoag 1o Cp/Cr we Qol, 7
Tew TN Teocéyyion nepiehduPBave éva DNN ulog e€68ou, To onolo npoéfiene ancuieiog
v Qol. H deltepn npocéyylon mpoTelVE, OTwe XaL OTNY TEONYOUUEVT TERITTWOT),
™ yenon 60o DNN piag €€66ou. To éva yio tnv medfiedmn tou Cf xa T0 dhho
yioo Ty TedBAedn tou Cp. AaufBdvovtag unddn 6Tt oL 8Uo TpoceYYIoELS apopolcaY
oLVOAXE Tolar LOVTERX Xa OTL 0 GTOYOC HTay VoL EAEY Y JOUY oL ETBOCELS TWV UOVTEAWY
Tou eXTTAdELTNXAY oTIg Vo DBs, 6 eivon o apriude Twv poviéAwy tou Yo Empene vo
exmadeuTOLY xou va yenowonomdoiy v tnv UQ. Autr ) @opd, dev altomotinxe
%ovEVL GUVORO BOXUACTIXWY dedopévwy. Kdide DNN yonowonowinxe ancudelog yia

UQ.

Apyxd, 1 yewpoxivnto dnuovpynieica daudppwon, 7.4, ard v mepintwon I oll-
ohoyfinxe yio T dnutovpyio Twv 6 DNN xau otn ouvéyewa, o EASY ypnowonouiinxe
Y1 6 BeATIo TOTOMOELG UTERTURUUETEWY, dNAadT wia Yo xdde embuunto povtéro. Tlopd
NV exTeVY BeATioTOTOMON TWV UTEPTAEUUETEWY, To anoTeAéopata UQ towv utoxatdo-
Toatwy ou Peédnxay ue EASY Htav, udhhov, eAdyiota avidTeQ xal TopouctdlovTo
dimhat otic avapopés (rPCE-CFD) otoug mivaxeg 7.10 xou 7.11.
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Table 7.10: ONERA M6 ntépvya. Yvykertpwtikd anotedéopata UQ pe xprion DB-

80:
Method/Tool Time Units Hcp /ey, och/Cr
rPCE-CFD(80) 80 6.8636 0.3180
rPCE-DNN(80) 80 6.8620 0.3100
rPCE-DNN(120) 80 6.8803 0.3238
MC-DNN(50%) 80 6.9528 0.4020
gPCE-DNN(243) 80 6.9523 0.3908

Table 7.11: ONERA M6 ntépvya. Yvykertpwtikd anotedéopata UQ pe xpron DB-
120:

Method /Tool Time Units Hep/cy ocn/cn
rPCE-CFD(120) 120 6.8571 0.3278
rPCE-DNN(80) 120 6.8463 0.3447
rPCE-DNN(120) 120 6.8950 0.3407
MC-DNN(50%) 80 6.9528 0.4020
gPCE-DNN(243) 120 6.9167 0.3879
MC-DNN(20%) 120 6.9180 0.39180

Téhog, 40 and ta 120TP yenowwomotfinxay yio vo eheydel 1 mpoAentiny| amddoom
ovo emmAéov ML povtéhwv: K-Nearest Neighbors xa Support Vector Regression
dimhat otor DNN (oyfua 7.12). ‘Etot, to DB-80 yenotponotdnxe yior v exnoideuon
TV wovtéhwy xot 1 DB-40 yenowomotinxe amoxAeloTixd yior Tn Soxy Toug.

14



Test results
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Figure 7.12: ONERA M6 ntépuvya. Ta povtéla mou Ppélniav pe to Aoyiopiko
FASY ovpporilovtar ws <E-DNN>. Téoo to KNN 600 kar to SVR mpopAémovy moAd
wcavoromuikd tg Qols. Eiixdtepa, to SVR vreprepel tov DNN otny mpdpAepn twv
CL ka1 CD, evd to KNN-CL vreptepel tov DNN-CL. Ta E-DNN eivar avdtepa kai

ioa pe ta SVR owny mpdfAeyn twv CL ka1 CD, avtiotorya.

YuUnEpdoUATA

Or duaxupdivoeig ot of3éBoueg ueTaBANTES 600V apopd xal TIg BU0 EQUOUOYES oA TNRE!-
Tou 6Tl petartonilouv onuavTixd To onueio YeTdBoong, avadevhovTag Tov coPupd av-
Tixtuno TV afeBaotitoy Tou eumiéxovial. Ta DNN yropoloay va npoiédouv ta
Cr xou Cp twv UeTafatin®y powv mou altohoyRinxay ue emapxy| oxpiBeia.  ‘Omog
amodetynxe otny nepinTwon TG AepoTOUN|S, 1) YPNOT TOUG UTOREL Vol UEWWOEL TO UTOA-
oylox6 x6c7t0¢, e UQ, mévew and 50% avd utodrigia Aoon. H yehon e€ehixtindv
alyoplluwy Yo T BedtioTonolnon Twy utcprapauétewy Twv DNN elvar o mpaxtixd
Tou unopel va auérioet onuavtixd Ty axplBelo tedBredne (fmg xan 82% Petiwon).

Yy mepintwon g agpotourc, Toe DNN amodelytnxay €m¢ xou 10 gopéc mo axpifn
am6 1o RBEFN, odAd Atav mo mohdmioxa xan mepinou 10 gopec mo axpifd yio va
exntoudevToly. EmmAéov, o cuvduacuog Twv 800 TeEReuTUlnY YEow TG TEYVIXTC stack-
ing ensemble mapeiye povtéha mou Hrav éwe xo 50% oxpBéotepa and to DNN. To
avTioTéduioua elvor 6Tl To GLVBLAOTIXG HOVTELD TERLAIUPAVEL TO €60 TOG Xdde GUVE-
vaCOUEVOU HOVTEAOU, Tal OOl GTNV TEOVCY TERITTWON ATV AUEANTE.

H exnoidevon tov DNN yenowonowvtog feature selection (nepintwon ogpotourc)
dnuLovpynoe amholotepa povtéha (ue émc xar 20% tayltepo ypdvo exnaidevong) o
ormola elyov mapouola enidoor ye to apyxd. Emlong, éva and ta dwdexor DNN e
Lelwpéves etoddoue, amodelydnxe 60% xahltepo omd To opyixd oTnV TEOPBAEd TOU
CD (Test2).

H gPCE anodelydnxe axpBéotepn and tnv rPCE, yeyovég nou elvar hoyixd agod
UTOXETOL TNV XATARN TV TOAATAGY dlaoTdoewy, eve 1 rPCE éyi. Emmiéoy, dmwc
@avxe TNy TeplnTwon e mTépuyas, 6tay wa uédodoc UQ amantel meplocdTEpES
AAAOELC 0TO LTIOXATAGTATO, 1) axEiBELd TNG xIvOUVEDEL Va PELWUEL AOY L TNE BIEVPUUEVNC
OLB00NE TWV CPUMIATEDY TOU UTOXATUCTATOU.
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To KNN xat SVR Aty eniong iovd va ypnotponomdolv kg utoxatdo tata (tepintwon
ntépuyac), mapéyovtog éwe xat 51% xahitepec mpoPAédelc amd xdmowr DNN. H ex-
ToldEVGY| TOUC YTay XAt EAGYLOTOV D Popéc TayUTERT), xou o&ilel va doxudlovTon TeLy
™ Xehon eCeMxTX®Y ahyopldunmy yia BeAtioTonoinor uneprapouétowy DNN.
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