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Abstract

Working towards carbon neutrality, the automotive industry have been focused on
the development of highly efficient proton exchange membrane fuel cells (PEM-
FCs). One of the most important components of a PEMFC is the proton exchange
membrane (PEM) itself, which is typically made from nafion”. Regardless of the
membrane material used, it is desirable for the fuel cell to operate at temperatures
even above 120 °C, because the system becomes more efficient at higher tempera-
tures. However, this cannot be achieved when nafion”™ is used as the PEM material,
because it requires high relative humidity and, thus, temperatures below 100 °C to
operate properly.

The replacement of nafion”™ membranes by a new class of PEMs produced through
polymerization of the anion or the cation of an ionic liquid (IL) could be the rem-
edy to the previous problem. ILs are organic salts of which the melting point is
lower than 100 °C. However, though current membranes of this type are able to
operate efficiently at very high temperatures, they unfortunately have about two
orders of magnitude lower proton conductivity than nafion’” membranes. For this



reason, membranes that have been produced by polymerizing ILs are yet unable to
replace nafion”™ PEMs. Therefore, they firstly need to be optimized by using the
conductivity as objective function.

In this Diploma Thesis, alternative pairs of cations and anions (ILs) with higher
proton conductivity are searched by using an evolutionary algorithm, for solving
the previous problem. Throughout this process, it is assumed that the conductivity
of an IL is proportional to the conductivity of the respective polymerized IL. mem-
brane. This realistic assumption is made to avoid the prohibitive computational
cost of simulating membranes. The calculation of conductivity is done through a
Molecular Dynamics (MD) software. All the simulations were performed by the
open source software GROMACS. The previous software is further supported by
codes and linking scripts which are responsible for evaluating each IL and for the
creation of the topology and geometry for each ion based on the optimization pa-
rameters. The optimization parameters for an ion consist of the type of different
chemical elements which are used (e.g. C, N, S, O), the type and position of single,
double, triple bonds, branches and the position from which a proton is removed or
added for the final chemical substance to be an ion and not a neutral molecule.

The previous process is applied by using both computationally expensive all atom
models (AA) and approximate, but inexpensive, coarse-grained (CG) models. These
models are developed and their results are validated by comparing with available
experimental data, before they are used in the optimization process. The optimiza-
tion was performed by using the evolutionary algorithm based software EASY of
the PCOpt/NTUA.

Major part of this diploma thesis was carried out at the research premises of Toyota
Motor Europe in Brussels, Belgium, during a six month long internship there.
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ITepiindn

YNV mpoomdield TNS Vo UELOOEL TG EXTOUTES Blogetdiou Tou dvdpoxa, 1) auToXVNTO-
Brounyavior avortiooel xupErec xouoipou ue TV TEYVOhOYla UEUPEdvnG avTaAAayhc
mewToviwy. H pepfedvn etvon éva amd 1o facixdtepa eCoptAuata o plo xupéhn xouoi-
HOL ot TO UAXO To omolo €yel emxpaTroeL Vo yenowonoleiton oTic uepfedvec etvor
1o nafion™ . Avelopthtwg Tou VAol tng uepfedvng, uio xuEln xavoiuou etvan
emiuunto va Aettovpyel ot uniéc Yepuoxpaoies, dvw twv 120 °C, eCoutiog Tou avin-
pévou Baduol ambédoong g pnyovic o autés. 20téo0, autd elvar adLYVATOV Vo
Tpoyuatonotniel ye yerjon tou nafion™ | yodde amontet ouvirxec LPnAc Lypactag
YLl Vo AELTOURYNOEL %o, ETOUEVWS, Vepuoxpaoiec uxpdtepes and 100 °C.

Mo voe Audet to mponyoluevo medfinua, e&etdleton 1 avTixatdotoon e uepedvng
o6 nafion™ ue pior GAAT peuBpdvn mou Yo mpoxlier tolupepiCovtag To avdv 1| To
XoTOV o €val Lovxd LYpo. To tovixd vypEd elvon opyovixd dhato e onuelo THENG
uxeotepo twv 100 °C. Av xou o tpé€youce ueuPpdves autod Tou TOTOU UTOEOLY
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Vo AELTOURYOUV AMOTEAEOUAUTIXG OE TOAD uPnAéc Yepuoxpacicg, €youv mepinou d0o
TéEelg YEYEVOUC UXPOTERT) TEMTOVIOXT AYWYWOTNTA 0 oyéon Ue Ti¢ PeuBpdves amod
nafion”™ . T tov Aéyo autd, oL UeUBEAVES TTOU TEOXUTTOUV ATO TOAUUEQLOUO LOVIXODVY
UYPOV OeV elvar axdurn o Véon va avTXaTaoTHo0LY TIg UeUPEdves amd nafion™

omanteiton Behtinon/Bektiotonoinoy| Toug e TY aywyWoTTA WS cLVEETNON-0TdYO.

Y Sumhopated| auty epyasio avalntolvton evorAaxTid (e0yT) XATIOVTLY Xl OVLOY-
TV (tovixd uYpd) Ue LPNAOTERN TEWTOVIOXH Ay WYILOTNTY, EQPUEUOLOVTOS O TOYACTIXES
ued6douc BedtioTonolnone, wote vo Avdel To mponyoluevo meoBinua. Kotd t o-
adwaota auty| Yewpeltar Twe 1 AyWYWOTNTA EVOC LOVIXOU LYPOU Xt TNS avTioToyng
ueuBpdvng mou mapdryeTtar amd auto elvon ueyEdn avdroya. H peoio x| auth nopadoyn
yivetar AOYw Tou amayopeuTixd LUPNAoL UTOAOYIOTIX0) XOGTOUC TOU €YEL 1) TEOGO-
uolwon peuBpavey. O UTOAOYIOUOS TNG AYWYWOTNTUC TeoyUaToTolElTon U€cw Tpo-
COUOIWONG HOPLIXHC DUVUUIXTG (Molecular Dynamics 1 MD) xou UE Yenon Tou ho-
yiopxol avowtol x)dixa GROMACS. To hoyiouxd autd ouvodelet éva mAfdog
AOYLOUXOY, XM %ol GUVOETIXMY XWdIXwY, yiot Vo elvar EQuxTy| 1 a&lohbdynon Tou
%&de 1ovixol uyEoL, ahAd xou 1) TPy WYY YEWUETEUG Xou ToTOAOYING LOVTIWY amd TIg
Topopéteoug e Peitiotomoinong. O mopduetpol tTng BedtioTonolnong Yy éva 1oy
elvat TO €[00 TV DLPOPETIXWDV YNUXOY GToLYElwY Tou Ya yenoworotnolv (m.y. C,
N, S, O), 1o €ldoc xat 1 9éomn TV oVAY, BITADY, TEITAOY BECUMY, TLV SLXAUdOOEWY
xordig xan 1) Véomn agalpeong 1 tpocIxng evog mpwToviou, MoTe autd Tou Yo tpox e
vou efval 1OV xaL Oyt OUBETEPO UOELO.

H nponyoluevn dwdixacio epopuoleton 1660 Ue YeHoT oXpUBECTERWY HOVTEAWY TOU
ouunepthaufdvouy dha to dropo (All atom 1 AA models), 600 xau e yprion mo tpoo-
EYYIOTXGY, 0ARS UTOAOYIOTIXE PONVOTERWY, adpoucptv uovtéhwy (Coarse-grained
1/ CG models). To povtého autd avamTdooOVTOL X0t To OATOTEAEGHUOTO TOUS ETOATN-
Yedovrar Ue yehon OLdEoUmY TELUUUTIXGY DESOUEVKY TEoTOU Yenoyloroinoly ot
otdwacto Behtiotonoinong. H Peitiotonoinon mpoyuatonoinxe ye ypron tou Ao-
yiouol €Aty ohyopituwyv EASY tnc MIITPB tou EMIL

To peyaldTeEPO UEEOC TNG DIMAWHUATIXNG EPYUOIC TEUYUATOTOLAUNUE OTIC EQEUVNTIXES
eyxotactdoelc Tne Toyota Motor Europe otig Bpugéhieg Tou Belylou xatd tn Sidpxeta
eZQuUNYNG TEOXTIXNAS AoXNONC.
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Acronyms

AA

All Atoms

AMBER  Assisted Model Building with Energy Refinement

CG Coarse Grained
CL Catalyst Layer
CL& P Canongia Lopez & Padua force field
DFT electronic structure Density Functional Theory
EA Evolutionary Algorithm
EASY Evolutionary Algorithms SYstem
FC Fuel Cell
FF Force Field
GDL Gas Diffusion Layer
GFCs Gas Flow Channels
GROMOS GROningen MOlecular Simulation
ILs Ionic Liquids
ILM Ionic Liquid Monomer
MARTINI MARrink’s Toolkit INItiative (force field)
MD Molecular Dynamics
MOO Multi-Objective Optimization

X



MSD Mean Square Displacement

NPAAFF Non-Polarizable All Atom Force Field
NTUA National Technical University of Athens
OPLS Optimized Potentials for Liquid Simulations
PAAFF Polarizable All Atom Force Field
PCOpt Parallel CFD & Optimization unit
PDB Protein Databank File
PEM Proton Exchange Membrane
PEMFC Proton Exchange Membrane Fuel Cell
PILs Polymerized ionic liquids
Poly-ILs Polymerized Ionic Liquids
PILM Polymerized Ionic Liquid Membrane
PIM Polarizable Ion Model
SAPT Symmetry Adapted Perturbation Theory

SMILES  Simplified Molecular-Input Line-Entry System

SO0 Single-Objective Optimization
TME Toyota Motor Europe
VACF Velocity Auto-Correlation Function
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Chapter 1

Introduction

1.1 Introduction to Molecular Dynamics

Molecular Dynamics (MD) is the study of how molecules move, deform and interact
over time. Predictions derived by the movements of molecules are very important
in chemistry, physics, biology and engineering. MD predictions can either be mi-
croscopic or macroscopic. For example, predicting the magnitude of a force that
acts upon an important group of atoms in a macromolecule could give to a scien-
tist useful information, regarding the mechanism of a microscopic phenomenon, like
the folding of a protein. On the contrary, a macroscopic prediction could be, for
example, the calculation of the density of a liquid material.

MD, as a simulation technique, involves the direct simulation of systems of interact-
ing spheres and the extraction of thermodynamic or physical properties [9]. These
spheres interact only with forces from distance as real atoms do. When they ap-
proach close to each other, strong repulsive forces act upon them prohibiting any
contact, as it happens in reality. Therefore, only the centers of these spheres are
important for the simulation. Usually, the radius of each sphere should be equal
to the corresponding real atom radius, only for visualization purposes. A typical
simulation starts with an initial configuration of molecules in a simulation space,
which can often be a cube (see figure , usually called simulation box in MD. To
calculate the dynamic state of the configuration in the next timestep the Newton’s
2nd law

d*q

o = Fld)= ~VU(q) (1.1)

is used. M is a diagonal mass matrix, q and q represent position and velocity



vectors of the atoms in the system and U is a potential energy function. A very
important aspect in MD simulations is to properly model the energy function U.
Many different techniques and models exist for the previous reason and they affect
significantly the accuracy level of the simulation. In MD, the models regarding the
formulation of the potential U are called force fields (FF).

Figure 1.1: Ezample of a MD simulation configuration for an ionic liquid pair con-
sisting of hundreds of ions. Two different ions can be distinguished, a small anion
and a more complex cation. FEach colourful sphere represents the atom of a chemical
element. For example, light blue spheres represent carbon atoms, while the white ones
represent hydrogen atoms. The radius of each visualized atom is equal to the respective
atomic radius of the chemical element (= 0.1 nm).

MD relies on integration in time to compute successive kinetic states of the molecular
system. However, the large size and complex nature of such systems leads always to
a chaotic behaviour [9]. That means that the slightest change in the initial position
of only one atom in a molecule could make the system evolve in a totally different
way in respect with time. Thus, MD is based on the statistical mechanics theory [41].
The simulation needs to run long enough to allow to every possible configuration
to appear. As happens in nature, the system tends to prefer the state of lowest
possible energy. This state isn’t known from the beginning of the simulation. In



fact, it isn’t just one state but a collection of the most probable/low energy states.
Consequently, a MD system is often considered to be equilibrated if the simulation
time was long enough to allow to it to reach the lowest possible average total energy
value.

The term average is very important in MD because of the statistical nature of
the phenomenon. All the macroscopic or microscopic properties measured in a MD
systems are statistical variables. The properties of a microscopic system have real
meaning only if the system has firstly reached an equilibrium and if the calculation
was conducted for long enough [41]. The previous conditions are necessary for the
calculated values to be considered statistically relevant. In practice, the user of a MD
simulation software must check if important thermodynamic properties like pressure,
density, volume, temperature and total energy have all converged on average to a
final value. Sometimes, it is even necessary to run many simulations starting with
different initial configurations. In that case, all the different simulations must reach
similar equilibrium points, for the results to be considered safe.

In statistical mechanics, ensemble is an idealization that represents all the possible
states of a mechanical system. In MD), three categories of ensembles exist. In a NVE
ensemble the system is isolated from changes in moles (N), volume (V) and energy
(E). For example this would be the case of a gas inside a tank with perfectly insulated
walls. The same example without insulated walls should be modelled as an NVT
ensemble. In that case, the system is isolated from changes in moles (N), volume
(V) and temperature (T). Last but not least, in an NPT ensemble the quantities
that are conserved are the number of molecules, pressure and temperature [42]. An
example of this is the molecular system inside a glass of water.

To enforce a temperature or a pressure value to a system, a coupling algorithm is
used. These algorithms are usually called thermostats if they impose the a temper-
ature value or barostats if they impose a pressure value. A simple thermostat can
operate by scaling the velocities and thus the kinetic energies of the particles in the
system. Other methods define additional friction or source terms in the equation
to decrease or increase the kinetic energy of the particles. The algorithms for
controlling pressure are more complex and they usually involve extra artificial de-
grees of freedom to be able to control the pressure [41]. It is worth noting, that
the selection of the coupling method can affect significantly the convergence speed
and the stability of the simulation. In the context of this thesis, Nose-Hoover [45],
Berendsen [46] and V-rescale [48] thermostats were used. For the pressure coupling,
Parrinelo-Rahman [47] and Berendsen [46] barostats were used. The analysis of each
thermostat and barostat used is outside of the purposes of this thesis. However,
some important characteristics of the previous coupling methods will be explained

in chapters 2] and

Another important aspect of MD simulations is the scale of the system. The im-
portant parameter in MD which increases the computational cost is the number of
particles NV in the box. Thus, the size of a system is governed only by the total



number of atoms and not by the box size. The size of the box can even be chang-
ing during the simulation, according to the momentary pressure of the system (e.g.
when an NPT ensemble is converging to an equilibrium). MD simulation can be
conducted for different system sizes. The total number of molecules can range from
10? for simple mono-atomic gas systems to 10° for complex macromolecular systems.
The timestep size can range from 1 fs (107! s) in accurate simulations to 50 fs
in more approximate CG simulations. This isn’t the only difference between CG
and AA simulations. The accurate definition and unique characteristics for AA and
CG simulations will be explained in next paragraphs. The total number of steps
required before equilibrium is reached is heavily depended on the size of the system.
For small systems a duration of a few ns is often sufficient [I], while bigger systems
can even require a few us to reach equilibrium [22]. The simulation box edge size
can range from 5 nm in small systems to 1 um in large systems.

1.2 Introduction to PEM fuel cells

A PEM fuel cell is a system that converts chemical energy stored in the fuel (hy-
drogen) directly to electric energy. This energy then powers the electric motor of
the vehicle. The anode side is supplied with hydrogen, while the cathode side is
supplied with filtered air. Fuel and air flow through the gas flow channels (GFCs).
These gases are then been diffused through the gas diffusion layers (GDL) on each
side. The hydrogen reaches the catalyst layer (CL) and it releases 2 electrons and
2 protons per hydrogen molecule. The electrons released flow back to the anode bi-
polar plate (BPP) and, then, to the external circuit to reach the cathode CL. There,
oxygen is reduced, which means that it acquires the free electrons that have just
reached the cathode CL. In chemistry, reduction is the process in which a chemical
substance acquires one or more electrons. The membrane of the fuel cell allows only
protons to pass through it. After reaching the cathode side, the protons react with
the reduced oxygen to form water and heat. The previously described processes are
better shown in figure [1.2] Reactions are given by:

Hy — 2H' + 2¢~ (1.2a)

1
502 + 2[‘[+ + 2" — H2O (12b)

1.3 The PEM of a fuel cell

PEMs are typically made from nafion”. This material has proton conductivity
that can range up to 20 S/m, depending on the level of hydration (relative humidity

4
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Figure 1.2: Schematic of the transport properties and components in a PEM fuel cell

3.

conditions). The derived unit of conductance S = kg='m2?s*A? (Siemens) is often
used in materials science. Nafion?™ is a material made by the company DuPont
[43], [56], [57] and comes in a number of different grades, varying according to
thickness, hydration and permeability properties. Being chemical inert and having
high permeability (conductivity) to cations are some of the main advantages of
nafion” .

In order to operate properly, nafion”™ requires temperatures close to 80 °C and
high relative humidity. These conditions can be maintained only by using expensive
and heavy cooling systems. In addition, temperatures close to 80 °C have a neg-
ative impact on the efficiency of the catalytic processes that take place in the CL
component of the fuel cell. This is why another material, resistant at higher tem-
peratures, ideally close to 120 °C, is required for achieving higher efficiency in the
PEMFC. Many researchers have proposed polymerized or poly-ionic liquids (PILs)
as substances that could replace nafion™ [36], 37, 138, [39, [44] .

1.4 Polymerized ionic liquid membranes

Tonic liquids (ILs) are organic salts in which the ions are poorly coordinated and melt
below 100 °C [35]. When the ions in a salt are well coordinated, they form a crystal

bt



structure even in very high temperatures, like NaCl which is solid even at 800 °C.
Thus, most of the ILs are liquid in room temperature. They are electrolytes, which
means that they conduct electricity when they are dissolved in polar substances like
water. Of course, pure ionic liquids have the ability to conduct electricity too. The
vapour pressure of these substances isn’t sufficient to allow IL vapours to form in
atmospheric pressure. This means that ILs cannot be evaporated or be burned at
atmospheric conditions. Because of the previous property, they are considered as
environmental friendly substances, since they cannot pollute the atmosphere.

PILs is a subclass of poly-electrolytes (polymers that conduct electricity), that fea-
ture an IL species in each monomer of the polymeric chain. Some of the properties
of ILs are incorporated into the polymer chains giving rise to a very promising for
the PEM technology material. PILs can then be combined with a crosslinker and a
catalyst to create a PIL membrane (PILM). The crosslinker is a substance used in
small weight ratios (wt.%) to connect the PIL chains into a PILM. The catalyst is
also used in small wt.% ratios to accelerate the chemical reaction. The mixture is
then placed in a mold to be polymerized. The polymerization is accomplished either
by UV radiation or by thermal processes.

PIL monomer Crosslinker (small wt. %) catalyst (small wt. %)
| )

‘ UV or thermal polymerization

Final PIL - i

membrane

(a) Illustration of the relationship between ILs,
PILs and ILMs (Ionic Liquid Monomers) [35)].

(b) Simplified schematic explaining how PILMs are created.

Figure 1.3: Schematics about ILs, PILs, ILMs, and PILMs.

Before proceeding any further, it is necessary to explain that proton and ionic con-
ductivity are two different, but directly proportional properties. By using Nernst-
Einstein Equations of the transport theory [40], under some hypotheses, it is possible
to convert ionic to proton conductivity and vice versa. In this work all the conduc-
tivity calculations are referring to ionic conductivity.

Even though, PILMs can maintain their advantageous properties at higher temper-
atures, in contrary to nafion”, they have one important issue to overcome. The



main problem prohibiting PILMs to be used in a commercial PEM is their insuf-
ficient ionic conductivity value. Researchers efforts have been focused to find IL
pairs with sufficiently high conductivity value based on empirical data, chemical
intuition and knowledge from similar substances. In the context of this thesis, the
evolutionary algorithm based optimization software EASY of NTUA will be used to
an attempt to find a high conductivity ionic liquid pair. Before any optimization is
performed, a fast and sufficiently accurate MD model needs to be created, both for
ILs and PILs.

The development of the models will be supported by available experimental data for
about 5 IL pairs and their respective PILMs (see section for more information
about these 5 IL pairs). These experimental data will be used to a certain degree
to validate the models before they are used for the optimization. It is worth noting,
that PIL experimental data are not available. Thus PILM experimental data will
be used for the validation of the PIL models. This is approximately correct by the
assumption that the ionic conductivity of PILs and PILMs is similar due to their
similar structure.

Of course, the first step before developing any MD model, couldn’t be other than
conducting a literature survey about all the available methods that exist for IL and
PIL MD simulations.

1.5 Literature survey on the force fields in MD

Maybe the most important parameter in a MD simulation is the force field which
is used. Force field is called a technique used to model the interactions between the
simulation spheres. The force fields can be categorized in four main categories, ac-
cording to Salanne [I]. The simplest force field is the Non-polarizable all atom force
field, some examples are OPLS, AMBER, CL&P (see section [I.7.1). The term AA
means that the interacting spheres of the simulation are referring to atoms. Thus,
each atom in a molecule is an interacting sphere in a AA model. Non-polarizable
means that the force field doesn’t take into account the polarization effects. All forces
and phenomena caused by the non-uniform distribution of charge in a molecule are
considered as polarization effects. The non-uniform distribution of charge creates
electric dipoles which then produce additional interaction forces between the atoms.

Polarizable all atom force fields (PAAFF) exist too and they are much more accurate
than NPAAFFs, when substances such ILs or PILs are simulated. The polarization
phenomena are not negligible in ionic substances such as ILs and PILs. Some of the
most popular are, PIM [2], Borodin’s method [3] and SAPT [4] (see section [L.§).
Another category of fields are charge-scale force fields. These are non-polarizable AA
force fields which try to mimic the polarization mechanism through a simple scale of
charge in the ions (see section . Last but not least, when complex molecules are
simulated, it is essential from the computational prospective to use coarse-grained
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(CQG) force fields. In these force fields the interacting spheres of the simulation are
referring to a group of atoms in each molecule which is called bead. In other words,
coarse graining is a process in which a molecule is divided in groups of atoms (see

section [1.10.2)).

Unfortunately, CG force fields are mostly case specific, when used in ILs, which
means that the force field needs to be reparameterized (changing the definitions and
interaction properties for some or all the beads) in order to be used to a different
IL. However, some models like the one proposed by Voth [5], [6] partially tackles
the lack of transferability problem. In general, it is believed that the prediction of
physico-chemical properties of ILs is an ambitious but feasible objective [I].

It should be pointed out that in the context of this thesis only two out of all the pre-
vious categories will be implemented for performing ionic conductivity calculations.
Only NPAAFFs and CG force fields will be used. To justify the previous selection,
a detailed review for each force field is necessary. The advantages and disadvan-
tages of the previous 4 categories in ILs simulations are summarized in table [1.1]
The information contained in this table is explained in more detail in the following
sections. The purposes of those are to describe:

e What a classical MD force field is and why it is advantageous over other
computational tools (see paragraph [1.6]).

e The basic structure of AA and CG force fields (see paragraphs|1.7.1jand [1.10.1|
respectively)

e The different categories and distinct characteristics of force fields.

FF Category Transferability Accuracy Complexity Computational Cost

NPAAFF Very high Adequate High High
PAAFF Low High Very high Very high

Charge-Scale Low High Low High
CG Adequate Low Very low Very low

Table 1.1: Advantages and disadvantages for each force field category used in IL
simulations.



1.6 Force fields in classical MD simulations

According to Leimkuhler [9] the most accurate method for calculating the behavior
of a N atom system is by using the probabilistic Schrodinger equation, which gives
the probability for a specific configuration of particles to exist at time ¢y. In spite of
its accuracy, the previous equation is currently impractical to be applied for atomic
calculations in large systems. This equation is very different from the classical
laws of motion, where the input is time and the output is the coordinates of the
particles. In Schrodinger equation both time and coordinates are required to obtain
how probable is for this specific input pair to exist in reality.

A simple example will be used to better explain the challenges of applying Schroedinger
equation. In order to describe the 3D motion of a simple molecule, for example the
motion of a water molecule, 13 variables are required in each spatial dimension. The
reason for this is that a water molecule consist of 10 electrons and 3 nuclei. So, the
corresponding coordinates will be q1 »,G1,y, ¢1.2, 2.2 42,5 @2,2» ---Q13.25 €13,9> ¢13,2- Lhe
probabilistic equation is a partial differential equation of the following form:

L N | (a%p 0

ih— = 2 + +
q;, 047, 04,

— Up(Qras @i is)® (1.3
RO ) U0 )® (13)

Here, R is Plank’s constant, U, is the primitive atomic potential energy function, i is
the square root of —1, p; is the mass of the j;, particle (electron or nuclei) and @ is
the unknown wave function. The primitive potential energy function U, is calculated
by applying models about the repulsion of electrons due to their similar charge and
the attraction of electrons to the positively charged nucleus of each atom.

The solution of Schroedinger equation is the wave function ® = ®(q1.4, g1y, -, 13,2, £)-
The squared wave function ®(qiu,q1y, - q13.2,1)* tells how probable is for the
S® = (¢0,, 41y - @s..,17) particle configuration to exist at time ¢°. In other words,
the wave function ® has 40 arguments for this simple system and the output is a
single number that gives the probability that the system at time t° is at the state S°.
Therefore, it is obvious that the problem with the quantum mechanical approach
isn’t only very computationally complex and intensive, but is also very difficult to
visualize the results for systems of thousand atoms, like the ones MD attempts to
solve. The large number of independent spatial dimensions rules out any straight-
forward attack on the problem.

In order to reduce the complexity of the problem, classical Newtonian mechanics
theory is used. By using Newton’s second law, we can describe the coordinates of
the 44, nucleus of an N-atom system denoted by ¢; ., Giy, Gi -
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Here m; is the atomic mass and U is the potential energy function. Of course
equation must be supplemented by the proper initial conditions. In classical
MD simulations, function U is almost always approximated by empirical force fields
methods. The usage of these methods simplifies significantly the simulated system
permitting the conduction of MD simulations in ordinary computers. A great deal
of chemical insight, experimental data and simulation work is necessary for the
production of a new force field.

Equation is a linear partial differential equation. In contrast, is a nonlinear
system of ordinary differential equations. From one point of view it seems like the
two above equations have similar complexity. However Newton’s equations involve
differentiating solutions only in time. Therefore, when we discretize the equations
to solve them, we only have to introduce a grid in this single direction. This way
the total number of equations increases linearly with N. The same is true for the
computational cost which is much smaller compared to the exponentially dependent
cost observed in the treatment of quantum mechanics. The cost is exponentially
dependent on quantum mechanics methods because they use not only the total
number of nuclei like classical methods do, but also the total number of electrons.

1.7 Non-polarizable all atom force fields (NPAAFF)

1.7.1 The typical structure of a NPAAFF

NPAAFFs are the simplest methods to approximate the energy function U appeared
in equations and [1.4] In chapter 2, NPAAFFs (OPLS-AA and Gromos) will be
used in IL simulations. Therefore, it is important to firstly describe the charac-
teristics and structure of these force fields. The principles and the basic terms of
NPAAFFS are the basis for understanding all the other force fields and MD models
in general.

The energy terms of the force field are divided in two main categories. The first
category of terms of the force field are called bonded terms. They model the energy
stored in the chemical bonds during the oscillation of the atoms in a molecule. This
energy should not be confused with the energy stored in the chemical bonds that can
be released by a chemical reaction, like combustion. The bonded energy is the sum
of all the potential energies stored in the chemical bonds as a result of the atomic
oscillations. Therefore, the bonded potential is the energy stored in different kind
of equivalent springs.
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FEyong is the energy stored during the elongation of a bond between two atoms and it
is usually modelled as a linear spring. Eg,g. is the energy stored during the change
of the angle between a triplet of atoms and it is usually approximated as a torsional
spring. Fiorsion 18 the energy stored in a formation of 4 atoms without branches,
because of the change in the proper dihedral or more simply torsion angle. Torsion
angle is called the angle between two intersecting planes. In this case the first plane
is formed by the first 3 atoms of the previous formation and the second one by the
last 3 atoms. Ejgsion is usually modelled by using Fourier series. Finally, Eipproper
is the energy stored in a configurations like the lower-right one of figure because
of the change in the improper dihedral angle. This is the angle between the plane
formed by atoms 7,4, k and the line formed by atoms i, (.

( 1. Bond Potential\ f 2. Angle Potential \

oQ

EﬂﬁgFe.i ik
EJ.‘.'ONH if
( 3. Torsion Potential N/ 4. Improper Potential \
¢.Ej Etorsion,ijki Eimproper.ijkl
L P _,_uki &k $ijiat
. y 5

Figure 1.4: Schematic about the potential of the bonded terms of a NPAAFF.

The bonded terms can be further explained by the equations

Ebonded = Ebonds + Eangles + Etorsions + Eimpropers (15&)
bonds Kb
Ebonds = Z %(rij - Tf;‘l)2 (15b)

i
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Ki ik e
Eangles = Z Tj(emk - Qi;‘lk)2 (150)
dihedrals 4 m
Etorsions = Z Z %kl [1 + (_1)77’1 COs m(ﬁ’ijkl] (15d>
ikl m=1
1 2
Eimpropers = §k§ (é'ijkl - geq) (156)

From the previous equations one can observe that the energy of the bonds is modeled
like a linear spring connecting 2 atoms. Kf’j is the spring constant, 7;; is the inter-
atomic distance between the atom ¢ and the atom j that they are bonded and the
rij is the same distance as before but in the equilibrium state of the molecule. The
same logic applies to the potential energy of the angles which are formed between
3 atoms ¢, j, k. In this case, a torsion spring model is used. The potential energy
of the torsion angles ¢;;;; which are formed between 4 atoms are modelled by using
Fourier series with constants V;7;,. Finally, the improper dihedrals are approximated
as a harmonic function of the angle &;;;. Therefore the quantities K7;, ri!, K7, O
Vi and ke are parameters of the force field. The values for these parameters for
a specific molecule are usually acquired by experiments or by quantum mechanics

simulations.

The second category of energy terms are called non-bonded terms. As the name
implies, they model all the other potentials except from those caused because of the
bonds. The non-bonded terms consist of the Van der Waals and Coulomb forces. Van
der Waals forces are the interatomic forces caused by local electrostatic phenomena
in the atoms and they consist of two main potentials. The first potential is the one
regarding Pauli repulsion forces and the second one is the dispersion forces potential.
The potential field which is caused by the Pauli repulsion forces [11] and London
dispersion attraction forces [12] is usually modeled as a Lennard-Jones Potential.
As shown in figure [I.5] for small interatomic distances, Pauli repulsive forces are
dominant. The opposite is true for bigger distances between the atoms where the
dispersion mechanism is dominant. The final term of the non-bonded potential is

the electrostatic one. In this case the Coulomb law is followed as shown in equation
[1.6d] Thus, the non-bonded terms can be explained by the equations

Enonfbonded = Erepulsion + Edispersion + Eelectrostatics (163>

ELennard—Jones = Erepulsion + Edispersion (]-6b)
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Oij 04
ELennardeones = Z Z 4€ij [(T;) - (T_z]]) ] (160)

i g>i

1 4iq;
Eelectrostatz’c = Fﬁo Z Z E (16d)

i J>1
Therefore, the total potential energy U = E,,; of a NPAAFF is given by

Etot = Ebonded + Enonfbonded (17)

where Epongeq are the bonded terms and E,,.,—pondea are the non-bonded terms of the
potential equation. The model previously described has been the basis for almost
every NPAAFF that has been developed in the previous 30 years. In the next
paragraphs, the most popular NPAAFFs will be presented.

100
E /cm Repulsive +A/r?

3.0 .40 5.0 6.0 7.0 8.0
r/A

Figure 1.5: Lennard-Jones potential visualization [13]
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1.7.2 AMBER force field

AMBER is one of the first general purpose NPAAFFs. Even though it will not be
used in for any simulation in this thesis, its simple form will be briefly explained
for the sake of completeness. The potential function of AMBER force field can be
described by the following equation [§].

B =Y _ Ky(b—be)® + > Ko(0 — 0oy)?

bonds angle

Va 4 4%
E (1 + cos(ng —y)* + E [ ] (1.8)
2 RY R6 TR,

dihedrals i<j

where K, and Ky are the force constants for the bond and bond angles, respectively;
b and ¢ are bond length and bond angle; b., and 0., are the equilibrium bond length
and bond angle; ¢ is the dihedral angle and V,, is the corresponding force constant;
The phase angle v takes values of either 0° or 180°. The nonbonded part of the
potential is represented by the van der Waals (4;;), the London dispersion terms
(B;;) and iterations between partial atomic charges (¢; and ¢;). The rest of the
terms are explained in [7] pp 18. For example, in this paper, terms A;; and B;; are
given by the equations: A;; = €;(R;;)'?, Bij = 2€;;(Ri;)®, where the values of €,
R;; can be found in tables of [7]. These values and many other necessary constants
have been calculated using Monte Carlo simulations or experimental methods in
well known and often used bonds.

1.7.3 OPLS All Atom (OPLS-AA) force field

In contrary to AMBER, OPLS-AA will be used in the next chapter for IL simu-
lations. OPLS—AA is very popular and an obvious choice for everyone who try to
simulate liquid substances. Compared to other generalist force fields, special at-
tention was devoted in OPLS-AA to the simulation of liquid-state thermodynamic
properties [I4] is applied. Therefore, an overview of its most important aspects is
considered necessary.

The functional form of the OPLS force field is very similar to that of AMBER. The
OPLS-AA potential is given by the following equations [19].

Etot = Z Kb(b — beq)2 —+ Z KO(G - eeq)Q + Etorsion + Enonfbonded (19&)

bonds angle
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Fuorson = ot [14+c08 (64 )] + 5 [1 = cos (26 + fo)] + 5 [1 +cos (39 + fy)]

(1.9D)
ona onb Q'Q‘GZ o 12 O 6
Eron—ponded = Z Z [% + 4€ij (T_Z) - (T_;]> ]] fl] (190)
? J
fij = 0.5, 1,5 €{1,4}
ij = i 1.9d
Ji { fij = 1.0, 4,] ¢ {1,4} ( )

Here, e is the elementary charge. All the other input parameters of the field, like
Vi, Vo, Vi, f1, fo, f3 can be obtained for each specific case in the original OPLS-AA
force field paper [19], in other supplementary papers or in OPLS-AA parameter
databases.

1.7.4 CL&P force field

CL&P force field is currently the most famous force field for the simulation of ILs. It
was build in the functional form of the OPLS-AA force field. The equations are very
similar and they can be found in the original paper [14]. This field was parameterized
for a large set of IL compounds by using different methods than the ones used in
the OPLS-AA. The bonded and Lennard-Jones parameters were in general the same
as in the OPLS-AA. However some of them were reparameterized by reproducing
the molecular geometries and energy torsion profiles for isolated molecules using
quantum chemistry methods. For the proper reproduction of the electrostatic field
generated by the molecule the CHelpG method [23] was applied. Consequently, the
high complexity and lack of transferability of CL$P are the main reasons for not
using it in the next chapter, despite of being specialized in ILs.

1.8 Polarizable all atom force field (PAAFF)

1.8.1 Advantages of PAAFF over NPAAFF

Although NPAAFF methods are simple, well understood and popular, they often
fail to predict the transport properties of many ionic liquid pairs, like the diffu-
sion constant, the ionic conductivity and the viscosity. NPAAFF methods often
underestimate by an order of magnitude the first two properties and overestimate
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by an order of magnitude the latter [I]. Therefore NPAAFF can be used mainly for
qualitative conclusions about these very important properties in ILs. This problem
was solved by Yan et al. [61]. In this work, the polarization effects that play an
important role in the cations and ions interactions were included in the force field
equations. The PAAFF aren’t just some NPAAFF in which some polarization terms
are added. Although they use the basic structure that was described in paragraph
[1.7.1] they often need a partial or a total reparameterization. This is usually done
by Ab initio methods which are quantum mechanics simulations performed in a very
small number of molecules. In conclusion these relatively new methods are much
more accurate than NPAAFF methods. However, they haven’t been implemented
in a big scale yet, because of the complexity in producing input parameters for each
molecule. In the following 2 sections, a description of the most popular PAAFFs
for IL simulations will be given. This process is necessary for drawing conclusions
about PAAFFs and for justifying their absence in all the following IL simulations.

1.8.2 The Polarized Ion Model (PIM)

PIM is a popular PAAFF for IL simulation according to [I]. In the PIM force
field, the repulsion and dispersion terms are modified. An extra electrostatic term
is added compared to a NPAAFF. Supposing that all the bonded terms have the
form of equations |1.5 the non-bonded terms are given by [2].

PIM PIM PIM
Enon—bonded = Lyaw +Eelectrostatic = (Erepulsion + Edispersion)+(ECoulomb + Epolarization)
(1.10a)

Erepulsion = Z Z Bije_aijrij (110b)

i j>i

i (p ) C8 i OF
Edispersion = Z Z —Je (T'j) 7”_6 — Js (Tij) 7”_8 (110C)

i >0 ) ]

n 07 k
(b7i;)

f9 (ry) =1 —e ¥ Z e (1.10d)
k=0 )
1 q:q;
E oulomb — T 110
oo = s 53 (1.100)
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Here, C¢, C¥ is the dipole-dipole or dipole-quadrupole dispersion coefficients, fi
are the Tang-Toennies dispersion damping functions [15], b% is a parameter that sets
the range of the damping effect, a; is the polarizability of ion i, which is assumed to
be isotropic. u; is the induced dipole of ion i, while T}, T5 are the charge-dipole and
dipole-dipole interaction tensors. Also gp;; (1) is a Tang-Toennies function too and
Cij, bpij, Bij, a;; are parameters. In general, all these parameters are calculated for
a specific molecule using an electronic structure density functional theory (DFT),
which is a quantum mechanics, ab initio method.

PIM is very complex and it needs many more procedures than the ones described
previously. For example, the induced dipole values u; are obtained by performing

a single minimization procedure in the polarization potential as shown in equation
polarization
% =0 [2]. Generally, this potential is much more accurate than every
dlu'oz (]1\7
other NPAAFF potential. However, the development of such force fields has begin
relatively recently and they often include very complex procedures for obtaining the

force field parameters.

1.8.3 Other Polarizable all atom force fields

Another specialized force field has been developed by Borodin [3] for a variety of
different ionic liquids as well for other popular chemical substances like alkanes,
fluoroalkanes, propylene carbonate, etc. This force field is capable of predicting with
accuracy important properties such as density, heat of vaporization, self-diffusion
coefficients, ionic conductivity and viscosity. The bonded terms have a similar
analytical form as in the CL&P force field, while the non-bonded terms resemble
the PIM ones. A difference between Borodin’s force field and PIM force field is
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that the Tang-Toennies functions are replaced by a different repulsive term for the
dispersion. The parameterization of the force field was achieved by a combination
of quantum chemistry data and experimental results.

Finally, it is worth to briefly describe the SAPT method [4], [I6]. The method is
quite accurate in predicting the transport properties of ionic liquids. The parameters
are usually obtained by ab initio calculations. This model has many different terms
compared to the previously described force fields. The method and the fundamental
equations of the force field can be found in detail in the study by McDaniel and
Schmidt [17].

1.8.4 Conclusions on Polarizable all atom force fields

PAAFFSs are without any doubt much more complex and accurate than the NPAAFFs.
This new generation of force fields implements modern physics and sophisticated
mathematics to best describe the physical mechanisms of molecular interactions.
However, it is important to mention that this kind of complexity in the model has
a direct impact to the computational cost. Molecular dynamics simulation using
NPAAFFs is already a very computationally intense process. The implementation
of PAAFFs for the same simulations increases the computational cost by about 10
times. In addition, these methods are very difficult to implement in many simulation
packages if not possible at all. Therefore, one usually has to sacrifice computational

and development time for gaining more accurate simulation results. For the previous
reasons, it was decided to use NPAAFFs instead of PAAFFSs in this thesis.

1.9 Charge scaling methods

In recent years, many papers have proposed a relatively inexpensive way to approx-
imately account for polarazibility and charge-transfer effects. In these methods, the
charges of ions are scaled down from |e| to e through multiplying the charge of
each electron in the ions by a scaling factor . As a result, the cation will have a
bigger absolute charge by (1 — 7)e than the anion. In addition, with this approach
the charge transfer is uniform and there is no change in the relative distribution of
charge in each chemical species. Therefore, charge scaling mimics the average effect
of polarization and charge transfer in ILs, without the need of significant changes in
the NPAAFF which is used [I§].

Justification of the charge-scaling approach has been provided by quantum me-
chanics calculations. The study of Young and Hardacre [20] showed that for 1,3-
dimethylimidazolium chloride IL a v factor of 0.6 — 0.7 provided excellent agreement
with the ab initio MD results. Another way for determining the optimal scale factor
is through comparisons with experimental data [I§]. It is important to note, that
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there is no single optimal value for the factor . For example, for obtaining optimal
results in ionic conductivity, a different + value is necessary compared to the value
needed for optimal results in viscosity.

In conclusion, charge scaling does not differ substantially than the less accurate
NPAAFFs. They usually predict with decent accuracy the transport properties of
ILs, while remaining simple to apply. A great disadvantage of these methods is
that they are purely empirical, because they always require ab initio calculations
or experimental data for determining the optimal value of +. For this reason, this
method will not be applied for any simulations in the next chapters.

1.10 Coarse-grained models

1.10.1 Basic principles of coarse grained models

CG models are used extensively in the context of this thesis for creating IL models
for optimization purposes and for creating PIL models. Thus, it is important to
describe their unique characteristics. In a coarse-grained model, the molecule for
simulation is divided into groups of atoms which called beads. It is easier to imagine
beads like bigger atoms which interact with each other with similar mechanisms as
simple atoms do in a NPAAFF. Most of the coarse grained force fields include about
4 heavy atoms (C, N, S, O, ... but not H). The process of assigning a group of atoms
in a molecule to a specific bead is called mapping and the inverse process is usually
referred as backward mapping.

The main reason for splitting the molecule to simpler units, the beads, is to reduce
the total number of atoms. In general, the computational cost increases at least
linearly by the number of atoms N. For the electrostatic interactions, the total
number of atoms N affects the computational cost by O(n?) when classic Ewald
Summation is used, by O(nlog(n)) when PME method is used or by O(n) when
more sophisticated methods like P3M are used [2I]. Thus, the computational cost
of large systems, like lipid membranes, polymer chains, RNA chains or DNA chains,
is prohibitively expensive, if an AA method is applied. In these cases, the only
viable option is to use coarse-grained models. When coarse-grained models are used
the integration step of the simulation can be increased by almost 10 times or more.
The increased time step allows performing simulations for longer time scales, which
is useful in the replication of phenomena that need more time to complete, like
the lipid bilayer formation. The basic idea of coarse grained models can be better
understood by figure which originates from the original paper of the coarsed
grained model MARTINI 2.0 [22].

Nevertheless, coarse grained models have some important drawbacks. After the
mapping is finished a significant amount of information about the molecule is lost.
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Figure 1.6: Mapping between the chemical structure and the coarse grained model
for DPPC, cholesterol and benzene [22]

This can affect significantly the accuracy of post processing calculations, like those
regarding ionic conductivity. Another often problem of coarse grained models is
the lack of transferability. Mapping is a special process for each molecule which
usually requires a great amount of chemical intuition as well as some experience in
coarse graining. Therefore, an automated mapping algorithm for mapping all atom
models to the corresponding coarse grained ones is considered, in general, difficult
to develop.

1.10.2 Brief introduction to the MARTINI 2.0 force field

MARTINTI is a general purpose open source CG force field [22]. It will be used for
creating every CG model in the following chapters. The main reasons for selecting
the specific force field were its rich documentation, backward mapping capabilities
(necessary for the IL optimization) and high standardization. Although, version
3.0 is implemented in the next chapters, because of some necessary unique features,
version 2.0 is very similar to version 3.0 and easier to explain. Therefore, in the next
paragraphs the main features of MARTINI 2.0 will be explained.

MARTINI 2.0 force field includes four different types of interacting sites (beads):
polar (P), nonpolar (N), apolar (C) and charged (Q). Each bead type is followed by
a subscript which gives more information either for the degree of polarity (from 1,
low polarity, to 5, high polarity) or for the hydrogen-bonding capabilities (d=donor,
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a=acceptor, da=donor&acceptor, 0=none).

The non bonded interactions are described by a typical Lennard-Jones potential
and the electrostatic interactions by a slightly different Coulomb potential. The
Lennard-Jones function are exactly the same as in equations [I.6l However, the
Coulombic function of equations has been divided by an extra relative dielectric
constant €, = 15. In almost every type of bead the parameter o;; is equal to 0.47 nm,
except for some special classes of rings and antifreeze particles. In table Marrink
et al [22] show all the possible types of interactions between the different types of
particles.

The bonded parameters are very similar to those of a typical NPAAFF ( Equations
). For the sake of completeness, the bonded terms of the MARTINI 2.0 force
field are shown below. All the terms have the same physical meaning as explained
in equations [1.5] However, the equation for the improper dihedral angle is simpler
than the one in equations (1.5

1

%ond (R) = §Kbond (R - Rbond)2 (111&)
1 2

Vangte (0) = éKcmgle [cos O — cos 6] (1.11b)

Via (0) = Kig (0 — 0:4)° (1.11c)
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Table 1.2: Table of interactions from the original MARTINI 2.0 paper [22]. The
level of interaction indicates the well depth of the Lennard-Jones potential: O: ¢ =
5.6kJ/mol; I: € = 5.0kJ/mol; II: ¢ = 4.5kJ/mol; III: ¢ = 4.0kJ/mol; IV: ¢ =
3.5kJ/mol; V:e = 3.1kJ/mol; VI: ¢ = 2.7kJ/mol; VII: € = 2.3kJ/mol; VIII: € =
2.0kJ/mol; IX: € = 2.0kJ/mol; The Lennard-Jones parameter o = 0.47;nm for all
the interactions except level IX for which o = 0.62 nm

1.11 Scope and structure of the thesis

The main purpose of this thesis is to search for new ILs that have ionic conductivity
as high as possible. In order to calculate the ionic conductivity, AA and CG models
will be used with the open source software GROMACS. For the creation of the AA
models, OPLS-AA and the similar GROMOS force field are applied. For the CG
models MARTINTI 3.0 force field is applied. The optimization is performed by using
CG MARTINI 3.0 models and then by using OPLS-AA models. The evolutionary
algorithm based software EASY of NTUA is used for all the optimization processes.

The contents of this diploma thesis are outlined as follows:

e Chapter [2} The structure and necessary software for performing AA MD sim-
ulations is explained. The AA model is created and validated, firstly by con-
ducting some convergence studies and then by comparing with available ex-
perimental data for specific ILs. The results that were obtained by applying
OPLS-AA force field are compared with the results of GROMOS force field.

e Chapter [3} The same process as in AA model is repeated initially by us-
ing CG MARTINI 2.0 and afterwards CG MARTINI 3.0. Additionally, CG
MARTINI 3.0 models are created and validated by experimental data for the
Rmim™TFSIT IL family.
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e Chapter [4f An optimization is performed by using EASY to find an optimal
IL, regarding the conductivity, that consist of a 3 bead cation and a 3 bead
anion. The optimal CG pairs are then translated to the AA ones in order to
be validated with more accurate AA models. The results and the process is
discussed.

e Chapter [5} The process of producing input data for AA simulations from the
optimization parameters is described. The results of the AA optimization are
presented and then validated by more accurate AA models. New, previously
unknown, ionic liquids with high conductivity that emerged from the process
are presented and discussed.

e Chapter [6f The work is summarized and conclusions are drawn.
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Chapter 2

A A simulations of ionic liquids

In this chapter, the structure of ionic conductivity calculations by using MD com-
bined with an AA model will be explained in detail. For the rest of the thesis, the
term AA model will mean that a NPAAFF is used, as explained in the paragraph
[1.7.1] The simulation parameters are properly calibrated by performing convergence
studies to an OPLS—AA model (see paragraph . The results from the previous
study are then used as simulation parameters both in an OPLS-AA model and in a
GROMOS model, which is a very similar force field to OPLS—AA. The models are
used for 5 different ILs for which experimental data are available. The results from
the two different force fields are compared and discussed.

2.1 The structure of a typical AA MD simulation

2.1.1 Input files and prerequisites of the simulation

In order to run a MD simulation in Gromacs, geometry, topology and option files
are required. The geometry file, usually a .pdb file (protein data bank), contains all
the necessary information about the positions and the connections of the atoms in
a molecule. Each different molecule of the simulation must have its own geometry
file. The most important file for each molecule is the .itp topology file. This file
contains all the information about the molecular properties that are required for the
simulation. Such properties are the partial charge and mass of each atom, the atom
type, the force field atom type, the bonded and non-bonded constants described in
section [I.7.1] The force field atom type is a translation of the real atom type in the
vocabulary that it is used in the force field. For example, in the GROMOS force
field, a CH3 chemical group is often replaced by a single force field atom type to
reduce the total number of atoms and thus the computational cost.
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The topology files are difficult to be obtained, because they often require excellent
knowledge of the using force field, experiments or ab initio simulations. Therefore,
a trustworthy source for these files is necessary. For the OPLS—AA geometry and
topology files the LigParGen web server [24], [25], [26] of Yale university was used.
Regarding the topology and geometry files for the Gromos force field, they were
obtained from the Automated Topology Builder (ATB) [27] by Australian Research
Council, University of Queensland and Q.C.I.F. Firstly, a proper simulation box
must be created (Initialization). For this purpose, PACKMOL software is used [28].
PACKMOL simply replicates the required number and types of molecules from the
.pdb files in a box with dimensions specified by the user. The .pdb file of the box
that was generated is then translated by a Gromacs command to a .gro file, which
includes the same information as the previous file, but in the language that Gromacs
understands.

Before any kind of simulation is started, a simulation parameter .mdp file must be
created for each simulation part. For example, in the .mdp file regarding the mini-
mization process, information exists about the method (steepest descent, conjugate
gradient, etc), the integration step, the output frequency and other important sim-
ulation parameters. The different necessary files and processes before the launch of
the simulation are shown in the figure [2.1]

Cation geometry Anion geometry Cation topology Anion topology
file (.pdb) file (.pdb) file (.itp) file (.itp)

Tg s Force field

= é directory (.ff/) \

o ©

a o
Simulation box Minimization General topology

geometry file (.pdb) parameter file (.mdp) file (.top)
&
K
0
)

%

Simulation box
geometry file (.gro) Minimization
binary file (.tpr)

Figure 2.1: Flow diagram of the preprocessing procedure
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2.1.2 The main section of the simulation

As mentioned in the section [I.I} in order to extract thermodynamic or transport
properties, like density or conductivity, the energy values of the system and the
trajectories of every particle at all the time moments are required. In this section,
the process of acquiring the necessary information for such calculations is explained.
This process is referred here as the main simulation process and it is necessary
to be conducted, before any thermodynamic or transport properties are extracted
from the MD simulation. The simulation process applied in this work includes four
sections; the minimization, the 1st equilibration, the second equilibration and the
main simulation section.

After using the Packmol software [28] to create the initial simulation box the molecules
have initial positions and velocities which very rarely can be observed in nature, be-
cause of the high total energy of the system. In order to decrease the total energy of
the molecules, a minimization process is required. The most popular minimization
algorithms implemented in Gromacs are the steepest descent and the conjugate gra-
dient methods. The first one is slower and more stable than the second one. In this
work, the steepest descent algorithm is used as safer and more robust method. The
options for the minimization (.mdp file) are shown in the following table. Some of
these options should be changed according to the needs of each case. For example,
bigger systems of molecules often require a bigger number of total steps to converge.

After the minimization has finished, the first equilibration run is launched. The
purpose of this simulation stage is to couple properly the system temperature to
the desired value. The temperature coupling is often achieved by using an artificial
thermostat for the system. From the wide variety of thermostats, that Gromacs
provides, only the Berendsen and Nose-Hoover thermostats are tested. After per-
forming tests in different all atom cases, the Nose-Hoover thermostat had on average
about 5 times faster convergence than the Berendsen thermostat. However, the last
one had smaller fluctuations and thus it is considered to be more stable. In all the
following AA simulations the faster Nose-Hoover thermostat is used.

After the temperature coupling process has converged successfully a pressure cou-
pling is performed in the 2nd equilibration run. For this reason, an barostat is
needed, as explained in the 7th paragraph of section [I.I After performing tests,
comparing the Parrinello-Rahman barostat with the Berendsen barostat, the second
one is much slower (/5 times slower) and it requires Berendsen thermostat in order
to function properly. Therefore Parrinello-Rahman was considered a better option
for running the simulations, although it results in bigger pressure fluctuations.

The final step is the main simulation run. This step has the same options as the
2nd equilibration step, but it can be smaller in duration, because the simulation
box is already fully equilibrated. The duration of this run depends on the time
required by the postprocessing methods to give accurate results. In theory, it could
be avoided by applying the postprocessing methods at the end of the previous run.
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However, a great amount of caution is needed to be sure that the 2nd equilibration
run has converged before the postprocessing is started. In the figure the simu-
lation process flow chart is drawn. It is important to note that the postprocessing
files shown inside the red ellipsis are printed out for every execution of the “gmx
mdrun” command, which is the terminal command of GROMACS for running a
stage of the simulation. That means that the minimization, 1st equilibration and
2nd equilibration have postprocessing files too. In the table of the appendix, a
typical list for the .mdp file options in AA systems is presented, regarding the 1st,
2nd and main simulation run.

Minimization
binary file (.tpr)
c
S
°
: l
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£
o
General topology Post minimization 1st equilibration Post processing files
file (.top) geometry box file (.gro) parameter file (.mdp)

Main simulation

’ I E—
ain simulatio
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\ / M
/ el

1st equilibration Main simulation Main simulation Main simulation

binary file (.tpr) trajectories files (.xtc) geometry box file (.gro) velocity files

l - -

n
r) log file (.log)

gmx Erompp

In
\

——

gmx mdrun

gmx mdr;
#

General topology Post 1st equilibration 2nd equilibration Main simulation

file (.top) geometry box file (.gro) parameter file (.mdp) / binary file (.tpr) \
Main simulation
parameter file (.mdp)

2nd equilibration gmx mdrun Post 1st equilibration
binary file (.tpr) > geometry box file (.gro)

General topology
file (.top)

gmx grompp
ﬁ

gmx grompp

Figure 2.2: Flow diagram of the simulation procedure

2.1.3 Post-processing and Convergence

MD simulations are arithmetic processes and thus they need some kind of conver-
gence verification, before extracting any results. For the minimization, the most
important index for convergence is the potential of the system. The curve of the po-
tential is usually close to a hyperbola. As the timesteps are increasing, the potential
value should converge to a big negative value, for the minimization to be considered
successful.
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In the same way, the 1st equilibration process is considered successful, if the aver-
age value of temperature has converged to the desired value with relatively small
fluctuations. Also, the mean value of the total energy must reach a minimized equi-
librium value. The moving averaged value of this curve is similar to the one of the
minimization.

For the 2nd equilibration process the most important indices for convergence are the
average pressure and the total energy. The fluctuations in this simulation procedure
are increased dramatically, because the Parrinello-Rahman barostat is used (see 7th
paragraph of section . This is considered normal as long as the average value of
the curve is remaining constant.

Finally, as mentioned before the main simulation run has the same parameters as
the 2nd equilibration run. Thus, the convergence indices are the same, though
they are not actually required, because the system has been already equilibrated
from the 2nd equilibration run. Furthermore, it is important to check if the average
density of the main simulation run is close to the experimental value of the simulated
substance. In all the next chapters, a case will be considered converged, only if the
average values of temperatures, pressure and density are close to the desired or the
experimental values. This is a practical assumption needed in order to perform
further simulations and extract results. In figures[A.T] typical curves are shown, like
the previously described.

All the thermodynamic properties of the ensemble are easily extracted by using
the ”gmx energy” command of GROMACS. The transport properties, such as ionic
conductivity are more difficult to extract. In the bibliography, there are two methods
for calculating the ionic conductivity. The first one is the MSD (Mean Square
Displacement) method. In this case, the self diffusion coefficients are calculated
from the mean-square displacement of the center of mass of each ion using the
Einstein relation

D=2 tim S (1) - HO)F) (2.1)

where the quantity in (...) is the ensemble-averaged MSD of the center of mass of
ion 7 over time interval ¢ and 7;(t) is the location of the corresponding ion. The
locations of the molecules are stored every 1 ps as suggested from the bibliography
[18]. The slope of the MSD curve (time derivative) is approximated in every main
simulation run by a linear regression.

The same coefficient was calculated also by using the Green-Kubo relation, in which
the time integral of the velocity autocorrelation function (VACF)

1 [,
D:3_N ; ;<Uz‘(t>'vi(0)>dt (2.2)



is used. Here N is the number of molecules for which the self diffusion constant is
calculated. A great effort was made to implement both of methods in the calculation
process. However, only the MSD method gave results with similar trend and values
to the available experimental data. Therefore, all the ionic conductivity results are
calculated by using the MSD method. It is important to note that Gromacs can
calculate separately the diffusion constants for the cation and for the anion of the
system, using different .ndx index files. After calculating the self diffusion constants
of the ions, the ionic conductivity value can be calculated by applying the Nerst-
Einstein equation

Niq2 _
TMSD = {7 (Dirsp + Dirsp) (2.3)

Here N; is the total number of ion pairs, V' is the volume, T is the temperature,
q is the effective net charge on the ions, kp is the Boltzmann constant, and D},
and D), ¢ are the self-diffusion coefficients of cations and anions, respectively. The
procedures followed for the MSD and Green-Kubo calculations of is shown in figures

and respectively.

Index files for cations ‘—l‘ gmx make_ndx \ Index filesfor anions

Main simulation Mzin simulztion Mzin simulation Main simulation
trajectodes files () binary file [.tpr) hinary file [.tpr) trajectories files (actc)

MSD cumve xvg & SO curve xvg &
D' tor the cations I ftor the anions

Figure 2.3: Flow diagram of the self diffusion constant calculation procedure, using
the MSD method.

2.2 Convergence studies for the simulation

parameters

2.2.1 Information about the simulated ionic liquid pairs

In the context of this thesis, 5 ionic liquid pairs will be examined for the ionic
conductivity. The available experimental data will be used for the validation of the
models created. For confidentiality reasons, the cations, anions and the respective
IL will be referred as CAT;", AN;", IL;. In each IL pair the CAT}" is always the
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cation. The different anions used in each pair are AN;, AN, , AN;, AN, and
AN; . For confidentiality reasons, all the simulation results presented in this thesis
will be normalized by dividing with the experimental values.
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2.2.2 Determining the proper size for the simulation box

The size of the simulation box is an important parameter for the stability of the
simulation. A very small box size can lead to very high interactions forces between
the molecules, especially before the minimization is performed. Such high forces can
lead to rapid changes in the kinetic state of some molecules and thus in molecules
shooting across the system in an uncontrolled way in the next timestep. This kind
of simulation failure is often called ”Blowing Up”.

One the other hand if the box is very big, the system will eventually reach a small
equilibration volume, after oscillating for some time. However, using a very big box
is computationally more expensive. The system will take more time to reach an
equilibrium and the parallelization process will be probably less efficient. Various
geometries exist for the simulation box, such as dodecahedron, octahedron, etc. In
all the next simulations a cubic simulation box is used.

For determining the size of the simulation box, a test run is performed. The test
system contains 150 molecules of C AT;" and 150 molecules of AN; , at 300 K and
1 bar. After the end of the simulation, the average volume is V,,, ~ 47 nm?®. From
the literature, the final average volume of a system is proportional to the number
of molecules in it. Starting from the previous fact, the following empirical relation
can be derived for the approximation of the final simulation edge size of the box.

5] 47
~ i\ —N 2.4

Where ay is the final edge length of the cubic box in nm and [V is the total number of
molecules. The ay parameter is very important for determining the cut-off distances
for the Coulomb and Van der Waals interactions (see section [2.2.4). However, the
previous formula gives the final edge size of the system and not the initial one. A
safe, empirical option for avoiding ” Blowing Up” systems is to use a simulation box
at least 3 times bigger in volume than the final average volume.

2.2.3 Determining the total number of molecules in the sys-

tem

For the determination of the total number of molecules in the system, a convergence
study is performed. In each case all the parameters are the same except from the
total number of molecules N. The C AT}t AN; ionic liquid pair is simulated at the
temperature range of 300 K to 380 K and at pressure equal to 1bar using the OPLS—
AA force field. The duration of the 1st equilibration run is 2 ns, while the duration
of the second one is 8 ns. For the ionic conductivity calculations, the MSD method
has been applied. In figures the results of the convergence study are shown.
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Figure 2.4: Results of the convergence study for different total number of molecules.
The symbol N means the number of cations in the system for the first two figures and
the total number of molecules in the last one. The computational resources used include
48 Intel Xeon logical processors and a Nvidia 2080 Ti at 100% and 30% wutilization
respectively (used in parallel)
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The density values are close to the experimental ones and almost constant for dif-
ferent temperatures. Increasing the number of molecules seems to have no effect
in density. The conductivity results are improving as long as the total number of
molecules in the system is less or equal to 200 for each residue. After that point there
is no significant improvement in the conductivity results. Although the N = 200
value seems the obvious choice for the simulations, the N = 150 case is selected to
be used in all the next runs. By using N = 150 the computational cost is decreased
by approximately 50%, as shown in the figure This is why the last decision
was made.

2.2.4 Determining the cut-off distances for the non-bonded

interactions

Ideally the non-bonded interactions are calculated between each atom pair in the
system. However, the total number of atom pairs in a system is usually a very big
number, hence the previous ideal method is computationally expensive. Further-
more, the intensity of Van der Waals and Coulomb forces is decreasing rapidly with
the distance (o< r? for the Coulomb, o r!3 for the Pauli repulsion and o r7 for the
dispersion attraction forces). Therefore, the non-bonded forces aren’t usually calcu-
lated after a specific cut-off distance. For this reason, another study is performed to
find the proper cut-off parameters for the simulations. The ionic liquid pair used is
the CAT," AN; and it is assumed that the other IL pairs will follow a similar trend.
All the simulation parameters are very similar to those presented in paragraph[2.1.2]

The R,q, and R, values are changing in the range of 0.8 nm to 1.6 nm with step
of 0.1 nm. The conductivity mean and standard deviation 2D maps are presented
in the figure 2.5l To make easier the extraction of conclusions from these maps, a
bicubic interpolation has been applied to the data. For the specific configuration
of options used, it’s impossible to have R,4, > Rq. That is the reason for not
presenting the values of the upper-left section in each map.

From the previous colormaps, the mean density is about 20% closer on average
to the experimental value around the pair (Rup, Ryaw) = (1.6,1.3). Also, in this
region of the plot, the standard deviation is almost 4 times lower than the average
value of the colormap. As a result, if (R, Ryaw) is close to this area, the total
amount of simulations required to have good statistics about the case is reduced by
approximately 4 times. Consequently, the (Rgp, Ryaw) = (1.6,1.4) combination is
selected for the all the next simulations.

The simulation box is usually divided in smaller unit cells. Each cell is a mirror
of one master cell. The purpose is to simulate bigger systems without increasing
dramatically the computational cost. This is a set of boundary conditions and their
basic idea is explained in figure As mentioned in the section [2.2.2] using cut-
off distances bigger than the half of the final box edge size isn’t possible. This is
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Consequently, using cut-off distances bigger than 1.6

This is why, the previous option will be avoided in the

Figure 2.6: Schematic representation of the idea of periodic boundary conditions [9].
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2.2.5 Determining the proper frequency and time duration

for the MSD method

Two more important parameters for the calculation of the ionic conductivity using
the MSD method are the total sampling time as well as the total amount of data
points used for the MSD fitting. To find proper values for these parameters, another
study is performed for the CAT," AN; pair as previously done. The cut-off distances
are equal to those previously selected, while the rest of the options are still the same
as in section 2.2.4. In figure 2.7, the 2D maps for mean conductivity, conductivity
standard deviation and total simulation time are shown.

Using the previous maps an optimal set of parameters can be selected. From the first
two maps it is clear that the simulation time (main simulation time) required for
obtaining good results is at least 500 ps. At the same time, a decent percentage of
computational cost can be saved if a proper combination is selected. Consequently,
the combination (N4 t) = (1000,500) is considered a good compromise between
accuracy and cost and will be used in all the next simulations.

2.3 Results and discussion about the AA MD

simulations

After applying the options discussed in the previous sections, AA simulations are
performed in order to find the temperature curves and compare with the available
experimental results. For all the ionic liquids described in the section [2.2.1] the
Gromosb57AT force field topology is applied. For comparison reasons the OPLS-AA
force field is applied for the CAT," AN; and C AT, AN, pairs. It is worth to note
that, the OPLS—AA force field topology files where available only for these two
ionic liquids.

Each pair has been simulated in 5 different temperatures in the range of 300 K
to 380 K. Each data point shown in the following plots have been acquired by
running 5 times each case with different RNG number each time to obtain meaningful
statistics. All the topology files are including all the atoms, even the hydrogen
atoms, except from the Gromos topology file for CAT,". In this file all the apolar
hydrogen atoms in the molecule have been merged with the corresponding carbon
atom. The Gromos force field is able to cope with this new merged atomtype and
produce meaningful results. One the other hand the OPLS—AA models include all
the atoms. Therefore, a comparison between the OPLS—A A model and the Gromos
model is important. The density-temperature curves have been drawn in the figure
2.8a] while the conductivity-temperature curves have been drawn in the figure [2.8b]

All the density curves are in a +15% area around the experimental value. This
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Figure 2.7: Maps of conductivity for the CATTAN; pair (Niotar = 300) and total
simulation time. All the conductivity results have been normalized by the experimental
value at 300K. For each parameter combination, 5 cases were ran to obtain meaningful
statistics. The total simulation time includes the minimization, the 1st and the 2nd
equilibration, the main simulation (noted as “Simulation time” in the plots) and the
postprocessing time. The computational resources used for the simulation part include
48 Intel Xeon logical processors and a Nvidia 2080 Ti at 100% and 30% wutilization
respectively (used in parallel). For the postprocessing part 1 Intel Xeon logical processor
at 2.6 GHz was used (Parallelization wasn’t possible).

is a good indication that the model is capable of predicting some basic physical
properties of the real model. For almost every ionic system, the density is slightly
decreasing with temperature, as it is observed in real ionic liquid systems. However,
the CAT;" AN; pair has a different behaviour until 340 K. In the majority of the
density data points, the standard deviation is very small, indicating that these cases
have totally converged. That means that both the temperature and the pressure
coupling were successful.
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The shape of the conductivity-temperature curve depends strongly on the ionic lig-
uid pair. Although, most of the pairs have overestimated simulation values, the
CAT;F ANy (Gromos) and CAT," AN, (Gromos) have underestimated conductiv-
ity results. Generally in literature, getting results of the same order of magnitude
for the ionic conductivity using NPAAFF is considered a rare and difficult task [I].
For that reason, all the models except from those regarding CAT;" AN, (OPLS)
and CAT;" AN; (Gromos) are considered successful. Furthermore, as the temper-
ature increases, the conductivity simulation values converge more and more to the
experimental ones. The previous fact is true for all the models.

The CAT," AN; (OPLS) curve is very close to the one of CAT," AN; (Gromos).
The previous fact probably verifies that the assumption about the apolar hydrogen
atoms in the Gromos force field is correct. Therefore, the CAT}" topology file used
for all the Gromos models is considered safe to be applied and not very different
from the one of the OPLS-AA. One the other hand the Gromos force field gives
much more accurate results than the OPLS-AA in the case of the CAT," AN, ionic
liquid.
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Figure 2.8: Results of all atoms simulations. The conductivity results have been
normalized by the corresponding, available, experimental value at each temperature.
The density results have been normalized by the experimental density value at 300 K.
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Chapter 3

Coarse grained simulations of ionic

liquids

The purpose of this chapter is to create and validate a robust CG model for perform-
ing conductivity calculations by using the CG MARTINI force field. Of course, the
results of CG calculations should have lower accuracy than the AA calculations of
chapter 2 However, they could be used in an optimization process if the conductiv-
ity values for different ILs have the correct trend. As mentioned before, CG models
are significantly cheaper than AA models. Therefore, it is important to examine the
possibility of using CG models for an optimization process.

First of all, a simplified CG model is created by using MARTINI 2.0 for an IL
for which experimental data are available. Then, a parametric study regarding the
bonded terms is performed to see the behavior and flexibility of the model. After-
wards the simulation parameters are modified to better fit the CG model conditions
and the force field is changed from MARTINI 2.0 to MARTINI 3.0, because of the
limitations presented in the previous model. The new model is applied for the five
available ILs presented in the section and then for the Rmim™ AN, IL family.
The results are discussed and conclusions are drawn about using the previous CG
model for an optimization.

41



3.1 Coarse grained models based on Martini 2.0

3.1.1 A simplified coarse grained model

Mapping separately the cation and the anion is a necessary process to create the
IL coarse grained model. The different groups of atoms in each molecule should
be approximated by the proper bead type of the force field. In this process the
shape, charge and molecular weight distribution should be as close as possible to
the corresponding property of the real molecule. In Martini 2.0, only 4 to 1 mapping
is possible, except when ring configurations need to be approximated. For this simple
test case, only 4 to 1 mapping will be used, even if the model could be more accurate
by using ring specialized bead types. The target of this paragraph is to extract
qualitative results from this simplified reference model. The mapping process and
the respective topological configuration of the beads are shown for each ion in figure

B.I

Figure 3.1: Simplified coarse grained model for CAT;FANBT 1L pair.

CAT," is modelled by using 3 beads and the charge is located in the central Qd
bead, while AN5 is modelled by using only 1 Qa charged bead. The capital letter is
denoting the type of the bead, the number is denoting the interaction intensity and
the letters “a” or “d” that follow are denoting the hydrogen bonding capabilities
(see paragraph for more information about the beads). Every bead used, has
a molecular weight of 72 amwu. This is the equivalent weight of 4 water molecules.
Therefore, the molecular weight of each group differs significantly from the real one.
The same is also true for the distribution of molecular weight in CAT;" ion. In
table the exact molecular weight for each group of atoms is compared with the
corresponding molecular weight of the bead used in the model.

Group/Bead Exact Molecular Weight Bead Molecular Weight ~ Relative Difference

C1 27 amu 72 amu +166 %
Qa 55 amu 72 amu +30 %
Qq 95 amu 72 amu —24 %

Table 3.1: Molecular weight differences between the real and the modelled sites
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3.1.2 Parametric studies regarding the bonded terms

Based on the previous model, a parametric study was performed to determine if any
correlation exists between the bonded parameters and the physical properties of the
ionic liquid pair. The bonded parameters examined were the angle and the bond
length value of the CAT;" model. Because of the symmetry, the length for each
bond is the same. In addition, different values for bond and angle spring constants
were tested, as shown in table 3.2l Then, the average of the different values of table
was calculated for each (L, #) combination. The simulation parameters were the
same with those of the AA model described in paragraph and in table [A 2]

Bond spring constant values [—*—] | 10° | 5-10% | 2-10* | 4 - 10*

mol nm?2

Angle spring constant values [——] | 5 25 102 | 4-10?

ol rad?

Table 3.2: Spring constant values tested in the parametric study.
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Figure 3.2: Physical properties of a simple C’ATfAN:; CG model for different bond
length L and angle 0 values. All the results have been normalized by the corresponding
experimental value.

Density is affected mainly by the bond length and less by the angle value. Increasing
the bond length leads to a lower density value. This was expected, since bigger
distances between the beads mean that there is more empty space between them.
Also, configurations with angle value closer to 180° have slightly lower density. An
ion with an equilibrium angle equal to 180° is considered linear. It seems that linear
molecules can be packed slightly more easily than molecules with equilibrium angles
closer to 90°.

The correlation between ionic conductivity and angle or length isn’t so clear, because
of the high standard deviation in the results. Increasing the bond length seems to
lead to higher conductivity, but only for lengths below 0.4 nm. A similar trend is
observed when the angle value is closer to 180°.
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3.1.3 Problems and restrictions of the model

Every bead of the force field is a combination of 3 parameters. The first one is
the molecular weight of the bead. The rest are used to determine the shape of the
Lennard-Jones potential curve (¢ and €). These affects the non-bonded behaviour
of the molecule. The previous parameters are usually obtained by applying a fitting
method to data about physical properties for specific substances. For example, P
bead type has been created specifically to imitate the properties of 4 water molecules.
Consequently, higher variety in the force field bead types can lead to higher flexibility
in modelling different molecules.

A model like the one described in paragraph is barely adequate to describe
the qualitative effect of the bonded parameters to the conductivity. The molecular
weight of a bead can either be 72 amu or 45 amu, if ring bead types are used. In
the original paper of the force field [22], isn’t clear if ring bead types can be used
for modelling non ring groups of atoms. The previous facts make difficult to create
a model with molecular weight distribution close to the one of the real substance.
Therefore, the resolution of Martini 2.0 force field doesn’t seem to be adequate for
describing properly an ion like C AT}

One last problem of the previous configuration is that the parameters of the sim-
ulation like the integration step, the cut-off schemes and the thermostat haven’t
been changed to fit the coarse grained model philosophy. At the same time, the
ionic conductivity in these models doesn’t scale up enough when the temperature
is increased. This isn’t in agreement with the real phenomenon, since the ionic
conductivity can often be increased by 10 times in the temperature range which is
examined.

3.2 An improved coarse grained model

3.2.1 Modifying the simulation parameter files

As mentioned before, the simulation parameters used previously were adapted to
the AA model philosophy. In order to improve the accuracy of the coarse grained
model, these parameters were changed to be better adapted to the CG philosophy.
The modifications applied were suggested by relative papers about the Martini 2.0
and 3.0 force fields [22], [29], [30], [31].

The first and most important change was in the integration timestep which changed
from 2 fs to 10 fs. This modification alone leads to 500% reduction in the simulation
cost. The cost is lower, because the total number of steps required is inversely
proportional to the timestep value. Furthermore, the inertia of the moving particles
is greater in a CG model, thus the time step required for achieving the same level
of accuracy as before is usually bigger. The postprocessing phase will be faster as
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well, since less data about trajectories need to be processed for calculating the ionic
conductivity.

The method for calculating the Coulomb interactions was changed from “PME”
to “Reaction Field”. An extra parameter called “Verlet-Buffer-Tolerance” was in-
troduced, regarding the convergence of the simulation. The constraints about the
hydrogen atom bonds were removed, since no hydrogen atoms are present in a coarse
grained model. Moreover, €, = 15 value described in [22] was added in the param-
eter files. The thermostat was changed from “Nose-Hoover” to the more stable
“V-rescale” one. Lastly, the relaxation value for pressure was increased significantly
to 10 ps from 3 ps to ensure stable convergence. The simulation parameters are

shown in greater detail in tables [B.1] of the appendix.

3.2.2 The Martini 3.0 force field

Martini 3.0 is an evolution of Martini 2.0. Its purpose is to offer higher flexi-
bility in modelling materials while improving the model accuracy. Ionic liquids,
(poly)aromatic rings and organic solvents have been added to the list of feasible
models. The respective table of interactions (see table has been broaden signif-
icantly as shown in table [B.3] Moreover, a higher variety of bead sizes is provided
as shown in table [3.3]

Size name | Mapping capabilities | Molecular weight Description
N 4-1 mapping 72 amu The writing of this is omitted
S 3-1 mapping 54 amu -
T 2-1 mapping 36 amu -

Table 3.3: Bead size types in the Martini 3.0 force field.

Martini 3.0 provides a solid algorithm for parameterizing new molecules. The flow
diagram of this algorithm is shown in figure [B.1] Further more table [B.4] can be
used both for mapping and for inverse-mapping purposes. This is very important
especially if a coarse grained model is used for optimization. In the end, it will be
necessary for the optimal solution to be translated in a real world molecule. Finally,
some relative papers have been published, regarding the modelling process of small
molecules and ionic liquids [30], [29]. Thus, the available amount of documentation
about ionic liquid like models is more plentiful for this force field. For this reason,
all the next CG models will be developed based on Martini 3.0.

3.2.3 Mapping process for the CAT;" AN, pairs

In order to mimic as best as possible, the physical properties of the CAT,' AN,
pairs, the cation and the anion will be modelled separately by using the density of the
respective neutral molecule as reference guide for the design. The bonded parameters
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were obtained from the AA topology files by assuming that each group of atoms is
represented by the center of mass of the corresponding bead. After performing some
initial tests, an important problem considering the molecular weight was emerged.

During the modelling of the AN; respective acid (AN; with an extra hydrogen
atom), it was impossible to achieve density higher than ~ 1200 kg/m?. The model
was including only one normal size bead. The actual molecular weight of the residue
is 96 amu, thus the closest bead size in terms of molecular weight to use is the N
size type that weights 72 amu. Alternative configurations were rejected, because
they lacked in physical meaning. However, the actual density of the residue is close
to 1480 kg/m?3. Therefore, a more accurate model is possible only if the molecular
weight of the bead is changed to the real one. Indeed, changing just this simple
parameter in a P5 bead was enough to achieve p = 1460 + 21 kg/m3. This could be
considered a good model, since the substance is very polar as well.

Proceeding to the modelling of AN, and AN; acids (AN, and AN, with an extra
hydrogen atom), a similar approach was applied. However, the melting point for
these substances is very close to 300 K. These model types often fail to converge in
conditions like the previous ones. There is also an upper limit to the density that
can be achieved by using N size beads (pma: ~ 1540 kg/m?® by using a single P5
bead). These problems can be bypassed by using S bead size, while maintaining the
correct value for the molecular weight. The reason for using a smaller bead is that
decreasing the size of the bead also decreases o value in the Lennard-Jones potential
(see figure . Consequently, the repulsive forces between the beads will become
more significant in shorter distances than before, permitting to them to be more
densely packed in the simulation box. Finally, SP3 and SP5 beads were selected
for modelling AN, and AN; acid respectively.

The parent residue of CAT;" was approximated by using 3 beads. In the center,
TC6 bead was used. The size T was selected because of its proximity in terms
of molecular weight and the type was selected based on table [B.4] The side beads
should be SC3 by following table The density of the last configuration is around
1200 kg/m? which is very different from the experimental density pe,, = 790 kg/m?.
Such difference couldn’t be ignored, hence the same approach used in sulphuric and
phosphoric acid was followed. By converting the side bead to C'3 from SC3 the
acceptable density of p = 860 kg/m? was achieved.

Regarding the parent residue of AN, , table doesn’t have any useful information.
Therefore, P3 and C2 beads were used as shown in figure 7?7, based on empirical
data and on a brief manual optimization. The molecular weight of each bead was
again modified based on the AA model. A similar process, was applied for the parent
residue of AN, . A comparison between the experimental and the CG model density
is shown in table for each molecule. It is important to note, that in every ionic
liquid binary system, each ion has different bead types compared to its pair. This
was done to secure that no conflict will be occurred between the molecular weight
value used in a cation bead with the respective value in another anion bead of the
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same type.

Residue | CAT," | ANy | ANS | ANS | AN/ | ANg
Pexp [kg/m?] 790 1940 1700 1480 1830 1880
poc [kg/m?] 860 1790 1760 1460 2010 2170

€rel +8.9% | =7.7% | +3.5% | —1.4% | +9.8% | +15.4%

Table 3.4: Comparison between the experimental and CG simulation density for each
neutral residue. The experimental data were obtained from the online database [57)].

3.2.4 Results for the CAT," AN, ionic liquid pairs

The IL pair models were created based on the models previously described by as-
signing the proper partial charge in each bead. This was done by summing all the
partial charges for each group of atoms and for each ion. The partial charge value
for each atom was obtained by the respective AA model. After running the simula-
tions, the 1st CG model curve was obtained, as it is shown in figures [3.3] The pairs
CATFAN; and CAT,"AN; didn’t converge. The density of the mixture follows
the correct trend for different ILs. However, the conductivity results follow exactly
the opposite trend compared to the experimental data. Furthermore, assigning the
charges only to the protonated/deprotonated bead had almost no effect on the ionic
conductivity curve.

For this reason, a second version of the previous model was created, in which the
protonated /deprotonated beads were replaced by charged bead types. The approach
for these replacements was similar to the one used for the 1st model. A list with all
the ions of the second model is shown in table[3.5] The relative interaction intensity
between the replacing beads is similar as previously. However, the interactions are
stronger and thus an increase in density and a decrease in conductivity is expected.
Indeed CG model curve 2 is behaving as expected, but the model is once more unable
to predict correctly the trend in conductivity. One the other hand the density trend
is in perfect agreement with the one of the experimental data.
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An alternative model could have everything being the same as before, but with the
C3 side beads of C AT} replaced by SC3 beads. In terms of molecular weight this
is the most accurate bead for describing this molecule. The reason for not using
this bead type in the CG model 1 have been explained in paragraph [3.2.3] The 3rd
model is in good agreement with the trend of the density curve, while is slightly
worse, regarding the conductivity, than CG model curve 2.

During the previous modelling process a lot of different combinations were tested
manually for maximizing the proximity of the density and conductivity curve to
the experimental ones. From these tests, many qualitative conclusions about the
bonded parameters of martini 3.0 were drawn as shown in table (3.6}

It is important to observe that not even the AA model curve of figures is able
to predict correctly the trend of conductivity between CAT;" AN, and CAT," AN, .
These two substances have similar conductivities, thus the resolution of the model
isn’t adequate for distinguishing which of them has the biggest value. From table
[B.4] one can see that Martini has been built mainly by using carbon based sub-
stances. These chemical groups contain other elements like O, S, P, F and N but
they aren’t rich in them like the previous ionic liquids. Therefore, it is probable that
more accurate models could be created for ions based mainly on carbon atoms.

CG model CAT ANy AN, | ANy | ANy | ANS
1st C3-TC6-C3 | C2-SN1-TC5-SN1-C2 | P3-C2 | P5 | SP5 | SP3
2nd C3-TQ,C3 | C2-SN1-TQ,-SN1-C2 | Q,-C2 | Q, | SQ, | SQ1
3rd SC3-TQ,-SC3 | C2-SN1-TQ,-SN1-C2 | Q,-C2 | @, | SQ, | SQ1

Table 3.5: List of all the CG models that are presented in figure .

Most affected parameter Type of change Example Effect on density
o [nm] Bead size increases C1 to T1 +3
e [kJ/mol] Interactions intensity increase N1 to N3 +1
Molecular weight [amu] increasing the M, 72 amu to 95 amu +2

Table 3.6: Qualitative effect on the IL density for changing different model parame-

ters.
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3.3 Simulation of the Rmim*™ AN, ionic liquid pairs

3.3.1 Mapping process for the Rmim*™ AN, pairs

As mentioned in the previous paragraph, the CAT;F AN, pairs were particularly
difficult to model. Replacing the cation by a substance more close to the Martini
3.0 philosophy and by maintaining the same anion for the different pairs, better
trend results should be expected. To validate the previous claim, two different CG
models of Rmim*™ AN pairs will be simulated. The results will then be compared
with experimental data obtained by Tokuda et al. [33].

Contrary to the C AT, cation, Rmim™ cations can be very easily coarse grained by
following figure and table In addition, Marrink et al. [29] have already
proposed CG models for C2mim™, C4mim™ and C6mim™ by using Martini 3.0.
The CG models of figure [3.4] were created by applying the principles described in
the previous sources. The angles and bond lengths were estimated as previously,
from the respective all atom topology files. The spring constants were set equal to
2-10* kJmol~'nm~2 for the bonds and 25 kJmol ' rad=? for the angles as proposed
in [22]. Lastly, the charge has been been distributed equally between the two beads
that contain nitrogen atoms as suggested in [29)].

Figure 3.4: Visualization of the Rmim™ CG models by using the Avogadro software
[52).

Regarding the molecular weight of the cations, Marrink et al. didn’t modify the
molecular weight of any bead while modelling any of the imidazolium-based cations.
To examine the importance of molecular weight, a second model will be created, in
which each bead will have exactly the same weight as the respective group of atoms
have in the real ion.
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3.3.2 Results for the Rmim*™ AN, ionic liquid pairs

In figures 3.5 the density and the conductivity values for each model are compared
with the experimental data [33]. By looking in figure it is clear that molecular
weight has a great impact on the accuracy of the calculated density. The trend of
the first model curve is partially correct, while the second one is in good agreement
with the experimental results. The 2nd model is able to correctly predict the trend
and the value of density, since the maximum density difference compared to the
experimental value is smaller than 10 %.

Regarding the conductivity, the 2nd model is again more accurate. The CG models
have on average an offset of about 150 % from the experimental values. The offset is
greater for cations with higher molecular weight values. However, the trend in these
models is more accurate than the trend that the lighter cation models have. This is
considered to be a result of the simpler chemical configurations that these ions have.
Alkylic tails are very simple chemical groups that Martini is able to model with
great accuracy, in contrary to rings that have been added recently as a modelling
capability in the force field.

As explained in paragraph , the model for AN; isn’t very accurate. This
probably has an impact to the accuracy of the Rmim*™AN; CG models as well.
Replacing AN, with another Martini friendly anion could further improve the pre-
dictive ability of the CG model. Nevertheless, the second coarse grained model was
able to capture the effect that alkylic chain length has to the ionic conductivity.
Thus, Martini 3.0 seems to have some basic prediction capabilities about the ionic
conductivity, provided that the modelled substances have similar chemical structure
with the bead types of the force field used for the mapping process. This important
assumption will be the basis for the conductivity optimization that will be performed
in the next chapter.
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Chapter 4

Optimization by using CG models

After the creation and validation of the CG models, in the previous chapter, a CG
optimization is performed by using the evolutionary algorithm based software EASY.
The basic principles of evolutionary algorithms and the process of translating CG
ions to design variables will be explained. The optimization results are discussed
and compared with the respective AA models.

4.1 Evolutionary Algorithms

Optimization methods can be split into two main categories, stochastic methods and
deterministic or gradient based methods [49]. In the first one, statistics are used
in combination with random processes to search for the optimal solution. Usually,
they don’t require any extra information about the problem besides the value of
the objective function. In the contrary, gradient based methods always require the
derivatives of the objective function with respect to the design variables.

The computation of the previous derivatives is often a tedious process and requires
modification of the evaluation tool. In this case the evaluation tool is the MD
simulation procedure for calculating the ionic conductivity (objective function), that
was described in section [2.1] The development time for these methods is usually
long. Moreover, sophisticated methods, like the Adjoint method [50], should be
applied in order to keep the additional computational cost low. If programmed
properly, deterministic methods converge fast to a local or global minimum with the
proper initialization.

Evolutionary algorithms (EAs) are one of the main representatives of the stochas-
tic optimization methods. As their name implies, these algorithms are inspired by
the basic principles of natural selection in biology, like mutation, recombination and
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survival of the fittest (elitism). The previous principles can be translated into math-
ematical operators to be used in a optimization process. EAs are population based
methods, which means that in each generation a population of different individual
exists. The collection of all the unique characteristics (design variables) of an in-
dividual is called genotype. The design variables are the inputs of the evaluation
tool which will calculate the respective objective function value. In a single objec-
tive optimization (SOO) problem, the reproduction probability of an individual is
proportional to the respective objective function value. With this process, a parent
population is created. Then, the parents combine their design variables (genes) be-
tween them in a process called crossover to create the new generation of individuals.
Afterwards, a mutation can happen with low probability in an individual, changing
slightly its genotype. The previous process is repeated for many generations until
an individual with high enough objective function value emerges (convergence crite-
rion). Finally, inserting elitism to some degree can accelerate or stabilize the process
by boosting more the survival of the elites (best individuals).

Unfortunately, EAs have some disadvantages, in their standard form. The compu-
tational cost of these algorithms is often very high, because of the large number of
evaluations required in order to obtain many generations of individuals during the
evolution process. The evaluation here refers to the computationally expensive MD
simulation that is necessary for the calculation of the conductivity of an individual.
This is also the most expensive part of the optimization procedure. In addition,
the computational cost increases significantly, if the number of design variables is
increased, because more evaluations are required for convergence of the algorithm.
However, some additional methods like metamodels and distributed search schemes
can accelerate the convergence. Metamodels are interpolation-like methods which
implement machine learning and statistical methods to reduce the total number of
evaluations. Distributed schemes divide the population to a few isolated islands.
The exchange of gene information between the islands is governed by other rules
which respect the laws of probability theory and statistics.

On the flip side, EAs can operate like a black box. They don’t require any extra
information, except from the objective function value for each individual. It isn’t
necessary to modify the simulation tool as it is in the gradient based methods.
Furthermore, they are able to always find the global optimum, provided that an
”infinite” number of evaluations is performed.

In this case, the simulation software is very difficult to be modified. Moreover, the
optimization will be performed in two different types models (CG and AA models).
Therefore, a more versatile optimization tool like EAs fits better in this specific
optimization problem.
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4.2 EASY

EASY is a general purpose optimization platform developed by the PCOpt/NTUA
[55]. It can be used both for SOO and multi-objective (MOO), constrained or
unconstrained optimization problems. EASY is evolutionary algorithm based soft-
ware, but it also supports hybrid optimization methods, including gradient-based
techniques. A variety of options for decreasing the computational cost is provided,
such as machine learning assisted metamodels, distributed schemes and hierarchical
optimization techniques.

The software can easily be coupled with any evaluation tool. The sole necessities
for this purpose are a pre-processor and a post-processor. The pre-processor should
translate the design variables of an individual to proper input data for the evaluation
tool (MD simulation). On the contrary, the post-processor should translate properly
the results of the evaluation tool to value(s) of the objective function(s). In this
case the value of the objective function is always the ionic conductivity. The design
variables are different in the CG and AA optimization. In the next paragraph, the
details about the CG optimization design variables will be explained.

4.3 Parameterization of CG Ions

4.3.1 Computational Cost and Configuration Selection

In reality, the total number of possible IL pairs is enormous. Coarse-graining reduces
significantly the previous number, because it greatly reduces the total number of
particles in the system. In figure [£.1] different topology configurations regarding
a CG neutral molecules are presented. To examine which configuration is both
simple and versatile enough, an approximate calculation is performed about the
total number of possible configurations.

In this simple calculation, the total number of beads is always less than four. So,
only the first row of figure is examined. The different types of beads that can
be used is limited to 12. Each molecule can have only one charged beads, meaning
that the charge value should either be 1 or -1. The angle value of the scenario
3a is discretized to only three values. All the bond, angle and dihedral constants
(see paragraph have fixed values. The length of each bond is automatically
derived from the types of the connected beads.

For this simple example, 9408 different possible configurations exist. This result was
obtained by an algorithm which applies all the previous rules. Therefore, the total
number of possible IL pairs should be

Ny, = (94208> ~4.4-107 (4.1)
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The evaluation cost of a CG simulation is about 2 minutes when 16 processors
are used. To obtain meaningful results, each simulation should run 5 times with
different random number generator seeds. In a realistic situation, the evaluation
tool can run for 5 days in 80 logical processors. In this case, only 3600 evaluations
will be performed. As one can see, the ratio between the possible states in the
design space and the total number of evaluations is very small (= 10~%). By making
the same assumptions for a 4 bead configuration, the previous number is increased
exponentially. Also, CG MARTINI 3.0 offers more than 36 different bead types. In
conclusion, using more than 3 beads for the CG optimization is prohibitive, because
of the computational cost.

For the sake of simplicity, the CG optimization will be performed, only for the case
3a of figure In the same time, this choice is considered to give the necessary
flexibility for a wide range of results to emerge from the optimization. Therefore,
each ion of the IL pair will consist of three beads and one free angle.

1 Bead 2 Beads 3 Beads (a) 3 Beads (b)

o oo o¢2¢ &

4 Beads (a) 4 Beads (b) 4 Beads (c)

7 L& N

5 Beads (a)

Figure 4.1: Different topology configurations for a CG neutral molecule. The orange
lines denote the bonds between the beads and the red arcs the angular degree of freedom.

4.3.2 Design Variables

As mentioned in the previous paragraph, 8 design variables are used to describe
each IL pair, as shown in figure [4.2 The variables p; and p; can range from 90°
to 180° and they describe the angle formed between the 3 beads. The rest of the
design variables can take any value in the set of beads allowed. The set of the beads
used is shown below.
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Beads = {C1,C3,C4,C5,C6, N0, N2, N3, P1, P2, P3, P4, P5,Q1, Qp,
SC1,5C2,5C3,5C4, SC5,SC6, SN0, SN2, SN3,SP1, SP2, SP3, SP4, SQ1, SQp,
TC1,TC2,TC3,TC4,TC5,TC6, TNO,TP1, TQL, TQp} (4.2)

P1 € [90°,180°]
pP» € Beads
p3 € Beads
P4 € Beads
Ps € [90°,180°]
Pe¢ € Beads
pP7 € Beads
Pg € Beads

>
>
»
>
>
)
>
>

Figure 4.2: Simple explanatory schematic about the design variables of the CG op-
timization.

The previous bead types were selected according to table [B.4] The idea is to only
use beads for which a translation to AA chemistry exists. By doing so, every CG ion
can be translated to a real ion (reverse mapping). Translating the CG elites of the
optimization to AA elites is necessary for the validation of the final/optimal result.
Table is very important, because it is a standardized and objective tool to give
physical meaning to any CG model. Of course, the table itself is created by chemical
intuition and empirical data and, thus, reverse mapping is always possible without
it. However, in a complex optimization process, the need for standardization cannot
be ignored. Finally, the spring constants for the bonds and the angles were set equal
to the typical values, 20000 kimz and 25 % respectively, suggested in [22].

mol

Before proceeding to the results, it is important to explain how the bond lengths
change based on the size of the connected beads. As mentioned in paragraph[3.2.2] in
the MARTINTI 3.0 force field, different sizes of beads exist (Normal, Small, Tiny). To
derive the bond length, each one of them is translated to an approximate AA model
(see table , consisting of carbon and hydrogen atoms. The AA beads can be
connected in different ways, as shown in the example of figure After connecting
the AA beads, the MMFF94 AA force field is applied to optimize the molecular
geometry. This optimization is necessary to create a realistic AA geometry. The
next step is to calculate the center of mass for each AA bead. All the previous
procedures were performed by using the Avogadro software [32].

Finally, the length of each configuration is considered to be equal to the distance
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between the two center of masses. The final length is approximated as the average
of all the previous lengths. For example, if a normal size bead is connected with a
small size bead, the length is derived as described in the following figure. The above
procedure is repeated for all the possible combinations of bead sizes (6 in total) and
the results are presented in table

N-S = 3 possible bead configurations

Ly=0.44nm

L=0.30nm

Lg =0.37nm

Ly+Lg+L
Ly_g~-2 ;’ ¢ —0.37nm

Figure 4.3: Schematic about how the bond lengths are derived from the bead size of
the connected beads.

Connection of bead size i with bead size j | Approximation of the bond length (nm)
N, — N, 0.445
N; = 5 0.370
N; —T; 0.330
Si = 5; 0.325
Si —1T; 0.280
T, —T; 0.250

Table 4.1: Bond length derivation from the size of the connected beads.

4.4 Results of the CG Optimization

After the end of the optimization, all the individuals are arranged in descending
order, in terms of the objective function value (ionic conductivity). The convergence
history is shown in figure [4.4] The x axis displays the total number of evaluations.
Only 1073 individuals were evaluated, the rest of them were rejected before being

o8



evaluated, because they didn’t correspond to feasible solutions. The computational
cost of those were negligible, since they weren’t evaluated.

As far as the search engine of EASY is concerned, the most important configuration
settings are the following. Three demes were used with the population for each one
consisting of 10 parents (u) and 40 offspring (A). Three parents were required to
produce an offspring. The gradually decreasing mutation probability was initially 0.2
for achieving better exploration of the design space. One elite was kept and forced
as an offspring in each generation. Radial distribution function metamodels were
used. The minimum and maximum training patterns were 300 and 500 respectively,
from which at least 300 were required to be successfully evaluated. The evolution
was allowed to expand for about 1000 evaluations, without any other convergence
criterion. Lastly, table contains in more detail the settings of EASY that were
used for the CG optimization.

~
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|

[«)]
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(]
o

w
o

Conductivity [S/m]
oy

N
o
|

=
o
|

0 1000 2000 3000 4000 5000 6000
Total number of evaluations

Figure 4.4: CG optimization convergence curve by using Distributed Metamodel
Assisted FEvolutionary Algorithm (DMAEA).

At this point, it is important to point out that all the simulations were performed
at 380 K, because closer to these temperatures all the models are more accurate.
The previous fact has been explained in more details in chapters 2| and |3 (see figure
2.8h)).

Table contains the design variables and the conductivity value of the top 5 elites.
As shown in it, the angle values don’t seem to affect significantly the conductivity
result. However, table doesn’t contain any angle value in the range of 150°
to 180°. One the other hand, the bead type is the main force of conductivity

29



Population options Metamodel settings (ON) Distributed scheme (ON: 3 demes)
Parent population size 10 Metamodel type RBF Inter-deme communication
Offspring population size 40 Exact evaluations Min 5 Migration frequency 5
Max life span 0 Exact evaluations Max 15 | Maximum migrations Infinite
Parents of one offspring 3 IPE pause gen. 10 | Emigrants (best) 2
Elite archive size 20 Min. DB entries 300 | Emigrants (random) 3
Elite indiv. to force as new offsp. 1 DB ent. not failed 120 | Immigrants 3
Probability to select an elite 0.05 Training patterns Min 300 | Migration mode Rnd-replace if better
Tournament size 3 Training patterns Max 500 | Migration graph Each to all
Tournament probability 0.9 Proximity factor 1.2 | Sharing frequency 75
Operators options IF relaxation 0.3 | Mutation multiplier 3.3

Coding Binary-Gray | RBF-Radius Auto | Max mutation prob. 0.2
Probability (Crossover) 0.95 Use failed patterns Yes | Infection radius factor 0.3
Mode (Crossover) Two point/var. | Use PCA for ifs No | Sharing duration 7
Probability (Mutation) 0.2 Not failed patterns 10 | Maximum penalty 90.0
Multiplier (Mutation) 0.8 Allow extrapolation Auto
Idle generations 10 Non dimensionalize Yes

Failed obj. multiplier 10

Max DB percentage 1.0

Prediction mode Auto

. cmmN.

Min number of Centers 2

Max number of Centers | 120

Radius multiplier 0.5

Test-to-total ratio 0.3

Idle iterations 15

Learn rate ratio 0.1

Table 4.2: Configuration settings of the EASY search engine that were used for the
CG optimization.

diversification in this model. Both the cations and anions prefer to have charged
beads (Q beads) of normal size at the one side and apolar beads (C beads) of tiny
size at the center and at the other side.

Similar conclusions can be derived from figures[4.5 in which the bead type distribu-
tion for each design variable is shown, regarding the 100 top elites. For comparing
with the rest of the population, figures show the same distribution but for all
the ranking classes of the population. The previous comparison is essential, because
some bead types have been promoted more than similar bead types purely out of
chance. A great example of this is shown in figure [£.5b, where there is a clear
preference for TC5H beads over TC4 beads. The bead definitions are very similar
in the force field and this means that they shouldn’t differ significantly. Indeed,
by observing the respective figure [4.6b| it is clear that the whole population has a
lack of TC4 beads compared with TC5 beads. The ratios of TC4 and TC5 beads
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between the elite and the total population is almost the same.

Another conclusion that can be drawn from these figures is that the initial, chance
driven, high conductivity results can influence the course of the evolution as well
as the final solution. This means that some solutions appeared more frequently
than others in the optimization process, because they were the first high conductiv-
ity results. For this reason, they survived throughout the optimization with small
changes (mutations). The preference of the algorithm for TC5 over TC4 central
beads (figure could be an example of how initially good solutions can affect
the population evolution. This is usually the outcome of applying high elitism and
low mutation probability in the evolutionary algorithm settings.

The most interesting result is the large magnitude of the conductivity values pre-
sented in the elite table [4.3] These values are about 3 times higher than the conduc-
tivity value of nafion”™ . Unfortunately, this is the conductivity of the CG model
and not the conductivity of the more accurate AA model. For this reason, it is
necessary to validate the previous CG results by using AA models.

Elite ID | py D2 P3| P4 | DPs Deé pr | ps | o [S/m]
1 [101° | TC3 | TC6 | Qp| 93° | TC5 | TC1| Qu| 73+5

140° | TC3 [ TC5 | Qp | 131° | TC5 | TC3 | Qn | 66+ 1
131° [ TC3 | TC5 | Qp | 123° | TC6 | TC5 | Qn | 65+ 1
141° | TC3 | TC5 | Qp | 116° | TC5 | TC3 | Qn | 65+ 1
96° | TC3 | TC6 | Qp | 126° | TC5 | TC6 | Qn | 64+ 1

O = | W DN

Table 4.3: The design variables (pi...ps) and the objective function value (ionic
conductivity) for the top 5 elites. All the MD simulations were performed at 380 K
for increased accuracy.
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Bead type

(f) Distribution for the ps parameter
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Bead type

Bead distribution for the design variables p2, p3, pa, ps, pr and ps,

(e) Distribution for the pr parameter
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Figure 4.6

of individuals. For example, the dark blue color refers to the top 100 individuals.
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4.5 Validation by using A A models

Each CG configuration produced by the optimization process can be translated to
the AA equivalent by using table which the MARTINTI 3.0 guide provides. For
example, the translation of the optimal CG IL (1st elite of table is shown in
figure [£.7 These molecules can then be inserted as input data to the Ligpargen
web server [24], [25], [26] for acquiring the respective AA topology in order to run
OPLS-AA MD simulations.

The previous process was followed for the individuals shown in table 4.4, Each
one of them has a representative conductivity value in the CG conductivity space.
The AA conductivity results that were obtained by the OPLS-AA simulations for
the translated molecules are shown in figure in blue color. The ideal, one-to-
one, correlation between CG and AA conductivity is shown by the purple dashed
line. The light blue dashed curve is a linear fit regarding the optimization data
points (blue points). The correlation magnitude is shown by the factor R?* = 0.295.
Therefore, the correlation between the conductivity of the CG optimization model
and the respective AA model is weak. It worth noting that, figure validates the
conclusions drawn in chapter [3| Tt is clear that the CAT; CG model (red points)
isn’t accurate, while the one for Rmim gives a curve (green curve) which is close to
the ideal line.

In conclusion, using a CG force field like MARTINI 3.0 for performing an optimiza-
tion regarding ionic conductivity presents significant challenges. Even though there
is a weak correlation between the CG and AA conductivity, the best IL that emerged
from the previous process has almost 4 times lower conductivity than the reference
IL (CAT," AN ). Accuracy and reverse mapping limitations of CG MARTINI 3.0
are the main reason for that.

In the next chapter, an alternative approach will be followed. An AA optimization
will be performed, in spite of the high complexity and computational cost. This
chapter proved that in ionic conductivity calculations, accuracy is really important.
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CG Cation AA Cation

Translation
res >
101°

CG Anion

Translation

et >
765 N’ Qn
93°

Figure 4.7: Translation of the CG model to an AA model for the best elite of the
optimization. For translating the model, table[B-4) was used. Gray, white, red and blue
spheres represent carbon, hydrogen, oxygen and nitrogen atoms respectively.

Elite ID | py D2 P3 J2 Ds Pe P ps | o [S/m]
1 101° | TC3 | TC6 | Qp | 93° | TC5 | TC1 | Qn 73+5

5 96° | TC3 | TC6 | Qp | 126° | TC5 | TC6 | Qn | 641
11 157° | TC3 | TC6 | SQp | 100° | SC3 | TC4 | Qu | 50+3
18 101° | SN2 [ TC6 | Qp | 93° | Qn | TC1 | TC3 | 42+£2
37 | 133° | TC3 | TNO | Qp | 130° | TC6 | SP3 | Qun | 35+1
59 | 100°| N3 | Qp | SC4 | 103° | Qu | TC1 | TC5 | 20+2
100 | 90° | TC4 | SP4 | Qp | 126° [ SC6 | TP1| Qu | 21+1
183 | 94° | N3 | TC6 | Qp | 92° | TC6 | SN2 | Qu | 14+1
395 |106° | TQp | C4 | TNO| 96° | SP3| N2 | Qu | 7=+1

Table 4.4: The design variables (p1...ps) and the objective function value (ionic con-
ductivity) for 9 individuals that represent the objective function space (ionic conduc-
twity range). All the MD simulations were performed at 380 K for increased accuracy.
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Relation between CG and AA models
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Figure 4.8: Correlation between CG and AA conductivity for various models. For
the AA results regarding the C ATy ILs, GROMOS force field was used (see paragraph
. Considering the Rmim ILs, the data of the y axis are the respective experimen-
tal values (see paragraph . Finally, the AA wvalidation of the CG optimization
model was performed by applying the OPLS-AA force field. For the last model, there
is a weak correlation between the CG and AA conductivity results. All the MD simu-
lations were performed at 380 K for increased accuracy.
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Chapter 5

Optimization using AA Models

In this chapter, an AA optimization is performed using EASY. The most difficult
part of the process is to create a robust and automated method for translating the
optimization parameters (design variables) to anions and cations (ILs). For this
purpose, the standardized SMILES strings are used. Each SMILES string is a se-
quence of character, which can be converted to geometry and topology input data
for an AA MD simulation. To accomplish that, many opensource topology conver-
sion tools and scripts are used. An AA optimization is then performed based on this
"rough” geometry input data model. Finally, the best results of the optimization
are validated by using more accurate input data.

5.1 The challenges of AA optimization

Producing ion geometry directly from parameters is prohibitive, because a relatively
small number of different atoms can give a huge number of possible chemical config-
uration. The complexity of combining different particles is increasing exponentially
by their number. Furthermore, organic ions in ILs usually contain many hydrogen
atoms, which further increase the number of design variables required to describe
them.

Moreover, chemistry sets limitations about what ions can exist in reality. A pa-
rameterization process could produce a configuration that doesn’t exist in the real
world. Supposing that an ion is described by using N design variables and that the
process for producing it is stochastic (as happens in EAs), only a small percentage
of the produced ions S % will be a feasible configuration. For the rest of the thesis,
S % will be the success rate of the parameterization process, which is the procedure
of producing AA ion MD input data from design variables. The success rate should
ideally be equal to 100 %. A very small S % will lead the evolutionary algorithm
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to prefer not necessarily the highest conductivity individuals, but the individuals
that correspond to a real chemical configuration. By doing so, the EA will help in
keeping the number of valid produced ions high. Unfortunately, in the same time,
the exploration rate will be decreased and the necessary time for convergence will
significantly be increased.

For example, if the preprocessing procedure has 1% success rate instead of 10%, the
optimization will be much slower, because less information about the conductivity
value will be transferred to the EA. Also, in the first case, each generation will need
to include significantly more individuals, slowing down the total process even more.
If producing an ion has 1 % chance to succeed, then producing an IL pair will have
1072 % chance to do so. Therefore, the production of both random and valid IL
pairs is very difficult, if the success rate is low.

In order to reduce the impact of the previous issues, the parameterization is con-
ducted by using SMILES strings. SMILES strings require only heavy atoms (e.g.
C, O, N and S) to describe a molecule. Thus, the hydrogen atoms will automat-
ically be generated, reducing the complexity of the search. SMILES strings have
many other advantages too, as it will be explained in the next section. Last but not
least, the cation C AT} is kept the same throughout the whole optimization process.
Parameterizing only the anion of each IL will keep the success rate in acceptable
levels.

5.2 Design Variables

As mentioned before, SMILES strings are sequences of characters used to describe
a chemical substance. In the context of this thesis, complex chemical configurations
like rings are omitted. A simple molecule, like ethanol, can be described easily
as shown in figure 5.1 In this case, CCO is the SMILES string, including only
the heavy atoms of the molecule (Carbon and Oxygen). The hydrogen atoms are
assumed to exist in every case, because each chemical element has a limited number
of free electrons to share in a covalent bond. A simple rule which can help to create
the initial topology of a molecule is the following. Each carbon atom must have 4
connections (bonds), oxygen must have 2, nitrogen 3 and sulfur 2 or 6. Of course,
in many cases these guidelines don’t apply. Nevertheless, the majority of organic
molecules usually follow the previous rules. Figure [5.1] contains two more examples
of molecules that can be described by using SMILES strings.

By following the previous principles, a simple and robust method is developed for
producing anions from design variables. Each anion produced consist of 5 heavy
atoms. Parameters p; to ps control the element of each heavy atom. The design
variables pg and p; control which bonds or branches will be used in the new anion
by using the respective symbols of the SMILES code. To determine the position of
these in the anion, parameters ps and pg are used. At last, parameter p;q is used to
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denote the position from which a hydrogen atom will be removed. This is necessary
for converting the neutral molecule to an anion. The parameterization process is
shown in the figure [5.2

A dedicated python script was developed for the implementation of the previous
procedure. For the sake of simplicity, each event is equally probable to happen.
This means that, the probability of choosing a specific atom type (e.g. oxygen) is
equal to 0.25 in any case (Po = Pp = Py = Ps = P, and P, = }1) The same is true
for the parameters pg and p; (P~ = P— = Py = Py = Py = P, and P, = %) The
SMILES string generation script applies other rules too in order to ensure that the
emerged anion will have high chances to exist in reality. It is worth considering that,
all these rules affect indirectly the outcome of parameterization process. A SMILES
sequence for an anion and information about the validity of the produced string are
the final outputs of the script. For example, the string: CC+#O is invalid, because
an oxygen atom would never have a triple bond, hence the respective set of design
variables is considered infeasible. This information is automatically recognized by
the script.

cco CC(=0)C#C C(#N)C(=0)SC#N

B i

Figure 5.1: Ezample of describing molecules by using SMILES strings.

3
P1gg P2 P3 P4 g P5
Pe p7
Anion optimization parameters: 1 2 3 4 5
A) p1,p2,-.,P5 €{C, 0,N,S} (Heavy atoms)
B) pe Py € {— = #, (), (=)} (single, double, triple bond or branch with single or double bond)
N ps o €1{1, 2, 3,4} (position of ps and p;)

A) pyo € {1,2,3,4,5} (atom from which an hydrogen is removed)

Figure 5.2: Simple explanatory schematic about the design variables of the AA op-
timization.
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5.3 AA Topology Generation from SMILES Strings

After the creation of the SMILES string, a proper geometry .pdb file needs to be
created. This file contains all the necessary information about the positions and the
connections of the atoms in a molecule.

Open Babel is an opensource software which operates as a chemical toolbox designed
to search, convert and analyze molecular modeling data [51]. All the following pro-
cedures were performed by using the Open Babel toolbox. The corresponding .pdb
file was generated directly from the SMILES string. Initially, an energy minimiza-
tion was performed by using the MMFF94 force field. This is necessary in order to
obtain a more stable configuration than the initialized one. This process will change
the initial bond lengths, angles and dihedrals to better fit the real conditions. To
further increase the accuracy of the anion model, a partial charge calculation is per-
formed by using the MMFF94 force field for once more. This step is very important,
because the partial charges govern the electrostatic interactions of the simulation,
which influence significantly the IL transport properties. During the previous step,
the .pdb file is converted to .mol2 format, because the first one doesn’t support any
information about the charges.

Apart from the .pdb file, a topology (.itp) file is also necessary for conducting an
MD simulation. This is the reason for which the partial charges calculation was
performed. Therefore, a tool for converting the .mol2 that was previously acquired
to a .itp file was required. Thankfully, another open source software, topolbuild,
exist to serve exactly the previous purpose [53]. Topolbuild supports the AMBER,
GAFF, GLYCAM and OPLS-AA force fields. OPLS-AA was used extensively in
chapter 2] in AA models. For this reason, topolbuild was used for converting the
.mol2 produced files to OPLS-AA .itp files.

Even though topolbuild was able to produce good quality OPLS—-AA topology files
for many cases, some serious issues emerged in the process in the first place. Some
atomic combinations in randomly generated anions couldn’t be recognized by the
software, because the available OPLS-AA tables didn’t contain them. Furthermore,
most of the times, many bond lengths, bond constants, angles, angle constants and
dihedrals were missing from the final topology file. Thankfully, topolbuild measures
the bond lengths and angles for each atomic connection (probably from the .mol2
file). Therefore, completing the final topology file was possible, on condition that
the values for the bond and angle constants are somehow assumed /approximated.

Unfortunately, a great piece of information about proper and improper dihedrals
is usually missing. For that reason, it was decided that, these rough geometry AA
models will not include any dihedral information in their topology files. Of course
omitting the dihedrals has an impact on the accuracy of the simulation. Neverthe-
less, the relative energy percentage of proper and improper dihedrals compared to
the total system’s energy Ej, (see equation is usually lower than 10 % in a
typical simulation. As a result, omitting dihedrals can be considered a reasonable
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trade-off, between accuracy and practicality.

To complete the OPLS-AA .itp file produced by topolbuild, some python scripts
were developed. The basic philosophy of these scripts is to produce the final .itp
and .pdb that are required for the simulation in a very robust way. In case that
the previous task is impossible, the scripts provide information about the location
and the cause of the error. It is worth reminding that, AA simulations are very
computationally expensive. Avoiding running simulations with wrong initial data is
a high priority. In addition, robustness is very important in order to keep the success
rate of the process as high as possible (see paragraph . The whole pre-processing
procedure described is shown in the following figure.

AA optimization Pre-processing

SMILES.py

Anion design variables — SMILES string
P1,P2, 1 P10 Example: CCNC[O-]
l Open Babel
. Topolbuild 11555 mol2 coordinates file by
Incomplete anion .itp topology vl.3

performing:
1. MMFF94 geometry optimization.
2. MMFF94 partial charge calculation.

file and measurements for bond
lengths and angles.

Extra python
scripts

The final AA .itp and .pdb files — Rough geometry AA
for the anion are available. simulation

Figure 5.3: Schematic about the pre-processing procedure followed in the rough ge-
ometry AA optimization.

5.4 The Optimization Setup

Having developed the previous pre-processing structure, the rough geometry AA
optimization is almost ready to run. Because of the high computational cost, EASY
options must be modified to better fit the AA optimization conditions. The total
cost was about 3 days on 144 Processors with gpu acceleration from one NVIDIA
2080 Ti operating at 100 %. The evolution was allowed to expand for about 10000
evaluations, without any other convergence criterion. From those, only 64 anions
were valid solutions. Thus, the success rate of the process was equal to 0.64 %.
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The most important configuration settings of EASY search engine were the following.
The number of demes were reduced from three to one. The population was consisting
of 500 parents (1) and 2000 offspring (A). Three parents were required to produce
an offspring. The mutation probability was always equal to 0.15 for achieving better
exploration of the design space. One elite was kept and forced as an offspring in each
generation. Radial distribution function metamodels were used. The minimum and
maximum training patterns were 300 and 500 respectively. Lastly, table contains
in more detail the settings of EASY that were used in the AA optimization.

Choosing properly the optimization settings in a search engine like EASY isn’t by
any mean a simple task. Furthermore, EASY setup depends heavily on the unique
characteristics of each problem. In this case, a huge population is required, because
the low success rate of the pre-processing stage creates high evolutionary pressure to
the population. This means that the vast majority of individuals will score very low,
while a tiny percentage will have a desirable fitness score. This isn’t a usual case,
thus different tests could be conducted for finding the optimal setup. Nevertheless,
it was decided to mainly scale up the number of parents, offspring and training
patterns compared to the more usual setup of section [4.4]

Indeed, running the previous setup for only 10000 individuals is far from optimal
in this case. It’s even possible that EASY operated more as a random number
generator than as an evolutionary algorithm, because of the low success rate of the
pre-processing procedure. The total number of evaluations would need to be at
least 10 times higher in order to allow EASY to operate optimally. However, this
would require the allocation of the same computing resources for about a month.
Unfortunately, such high computational resources weren’t available at the time. A
higher success rate would improve the process too. Some possible solutions on the
previous issues were examined and they will be discussed in section [6.3|

72



Population options Metamodel settings (ON) | Distributed scheme (OFF)
Parent population size 500 Metamodel type RBF Inter-deme communication
Offspring population size 2000 Exact evaluations Min 5 Migration frequency -
Max life span 0 Exact evaluations Max 15 | Maximum migrations -
Parents of one offspring 3 IPE pause gen. 5 Emigrants (best) -
Elite archive size 20 Min. DB entries 5000 | Emigrants (random) -
Elite indiv. to force as new offsp. 1 DB ent. not failed 1000 | Immigrants -
Probability to select an elite 0.05 Training patterns Min 300 | Migration mode -
Tournament size 3 Training patterns Max 500 | Migration graph -
Tournament probability 0.9 Proximity factor 1.2 | Sharing frequency -
Operators options IF relaxation 0.3 | Mutation multiplier -
Coding Binary-Gray | RBF-Radius Auto | Max mutation prob. -
Probability (Crossover) 0.95 Use failed patterns Yes | Infection radius factor -
Mode (Crossover) Two point/var. | Use PCA for ifs No | Sharing duration -
Probability (Mutation) 0.15 Not failed patterns 1000 | Maximum penalty -
Multiplier (Mutation) 1.0 Allow extrapolation Auto
Idle generations 10 Non dimensionalize Yes
Failed obj. multiplier 10
Max DB percentage 0.5
Prediction mode Auto
- cmeN |
Min number of Centers 2
Max number of Centers | 120
Radius multiplier 0.5
Test-to-total ratio 0.3
Idle iterations 10
Learn rate ratio 0.1

Table 5.1: Configuration settings of the EASY search engine that were used for the
AA optimization.

5.5 Results of the AA Optimization

Despite the above challenges, EASY was able to find an IL pair with significantly
improved ionic conductivity as shown in figure . It worth noting that, CAT," AN;
gives the PILM with the highest ionic conductivity at 380 K compared to the other
available ILs. For this reason, it will be used as reference for any comparative
purposes.

The highest conductivity results of the AA optimization are shown in table In
this table, only the anion, which changes each time, is presented by its SMILES
string. The cation is C AT} in every case. For reference, one of the best available

ionic liquids, regarding conductivity is CAT," AN; (see figure [2.8b)). The exper-
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Figure 5.4: AA optimization convergence curve using Metamodel Assisted FEvolution-
ary Algorithm (MAEA). "9 is the mean conductivity of the rough geometry model.

GQQF is the experimental conductivity of CAT;F ANy IL pair.

imental and AA simulation conductivity is respectively equal to o7/ = 1.0 and
UZfT{L 44 = 1.1 (these results are dimensionless). All the MD simulations were per-
formed at 380 K for obtaining more accurate results (see section [2.3). The four top
elites from table have higher conductivity than the reference IL. The best IL pair
that was obtained from the optimization has a conductivity improvement of about

157 % compared to the reference AA simulated IL.

Elite ID SMILES plkg/m?] | paa [kg/m?| | @/02D% | oga/oll?
1 [0]COC#C | 9.33- 102 4.65 283 0.24
2 | CC(=S)NIC | 9.26 - 102 0.36 2.32 0.07
3 SO[N-JOS | 1.15-10° 0.53 147 0.09
4 O[N-JS#S | 1.18-10° 147 1.19 0.33
5 CCSC[O ] 9.54 - 102 1.65 0.94 0.20
6 | NC(C)([0])S | L.oL-10° 2.30 0.68 1.44
7 SC(C)N[O] | 9.94-102 2.23 0.59 0.13
8 | NC(O)([O)C | 9.03-10° 1.04 0.57 0.08
9 SNOIN-|N 1.08 - 102 1.07 0.56 0.13
10| [OJCCN)N | 9.58-10° 2.33 0.37 0.05

Table 5.2: Rough geometry AA optimization results for the top 10 elites. All the MD
simulations were performed at 380 K for increased accuracy.
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5.6 Validation using more accurate A A input data

The input data for the previous simulations were missing information about the
dihedral angles and various assumptions were made. Although the previous values
seem promising, it is necessary to validate the rough geometry results by using more
accurate AA models.

In order to do so, the geometry .pdb and the topology .itp files considering the top
5 ILs from table [5.2| are acquired, for once more, from the Ligpargen web server [24],
[25], [26]. Therefore, all the simulations options are identical to those of chapter [2]
This is considered to be the most accurate AA model in the context of this thesis.
Consequently, a direct comparison with the reference IL C AT;" AN; is now possible.

In table the 5 highest conductivity ILs that emerged from the AA optimization
are shown and compared with the reference IL. In the fourth column, the average
density of the validation models is shown. In fifth and sixth columns, the mean
value and the standard deviation of conductivity is presented, regarding the val-
idation model. In the seventh column, the average conductivity is presented for
the rough geometry model. Finally, the relative conductivity improvement is shown
with respect to the AA model for the reference IL. It is worth noting that, all the
conductivity results have been divided by the experimental value of the reference

IL.

The conductivity standard deviation values are between reasonable levels, indicating
the proper convergence of all the validation simulations. For the first, third and forth
ILs the rough geometry model doesn’t deviates significantly from the validation
model (less than £50 % relative difference). However, the other two ILs have a
noticeable difference.

Maybe, the most important conclusion that can be drawn from table is that
3 out of the 5 new IL pairs present improved ionic conductivity, when compared
with the reference IL. The improvement presented in the first (+140 %) and in the
third (+101 %) is not negligible at all. These alternative ILs were directly derived
from a stochastic process. The respective neutral molecule for all of the following
anions, except from SO[N—|S#S, are commercially available or they have been
synthesized, according to the open chemistry database of the National Institutes
of Health (USA) [52]. Synthesizing these anions could be possible if the respective
neutral molecules are deprotonated (removing the proper hydrogen atom from the
molecule). The accomplishment and explanation of the deprotonation process is out
of the scope of this thesis.

It worth noting that, having alternative IL options with higher or similar ionic con-
ductivity could be important even from an economic or environmental standpoint.
For example, if an IL has a very high conductivity, but it is very expensive to be pro-
duced, an alternative IL that has slightly lower conductivity, but significantly lower
cost could be a favorable option. The previous rough AA optimization process could
run for more time, producing even more previously unknown ILs, potentially with
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higher ionic conductivity. Furthermore, the process is far from optimized itself and
it could be improved by a lot, regarding both the computational cost and the ac-
curacy. Despite the challenges and limitations presented in the preceding sections,
it seems that the rough geometry AA optimization procedure worked according to
the expectations.

ID | Cation Anion P [kg/m?] | @ /ol | obg/oan | 779 ol %
1 | CATY | [O-]COC#C | 9.42-10? 2.64 0.17 2.83 +140 %
2 | CATY | CC(=S)[N-]C | 9.67-10? 0.38 0.05 2.32 —65 %
3 | CAT{ | SOIN-]OS 1.11-10? 2.21 0.44 1.47 +101 %
4 | CATY | SO[N-IS#S | 1.15-10° 1.12 0.23 1.19 +8 %
5 | CATY | CCSC[O-] | 9.28-10? 1.75 0.43 0.94 +59 %

Ref | CAT} ANy - 1.10 0.19 0.83 +0 %

Table 5.3: Top 5 IL pairs that have been obtained from the AA optimization process.
" is the mean conductivity for the validated models (topology from Ligpargen), while
a9 is the conductivity of the rough geometry model. The final column of the table
shows the relative improvement in conductivity compared to the respective AA model
for the reference IL. All the MD simulations were performed at 380 K.
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Figure 5.5: 3D representation of the top 5 anions that emerged from the AA opti-
mization.
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Chapter 6

Overview and Conclusions

6.1 Overview

In this diploma thesis, AA and CG MD models were created and validated for
calculating the ionic conductivity of ILs. Both models were used for searching new
ILs with high ionic conductivity, in order to be proposed as alternative/improved
raw materials for a new class of PEMs in fuel cells. The search was conducted both
in CG and AA level by using the evolutionary algorithm software EASY. The AA
optimization indicated previously unknown pairs of ILs, which could be synthesized,
while having high ionic conductivity.

The basics of MD simulation and PEMs were presented. Various MD simulation
methods (force fields) from literature, like NPAAFFs, PAAFFs, charge scaling and
coarse graining, were discussed and compared. NPAAFFs and CG models were
selected to be applied for optimization purposes.

A general simulation structure for performing ionic conductivity calculations was
developed and explained. The OPLS-AA and GROMOS force fields were used to
create an appropriate AA model. During the development phase, various conver-
gence studies were conducted and available experimental data were used for the
model validation. The ionic conductivity results were more accurate at higher tem-
peratures (close to 380 K).

A CG model for ILs was created in order to be used for optimization, because of its
low computational cost. The general purpose and well standardized CG MARTINI
3.0 force field was used as basis for the model. Various ILs, including the CAT;" AN,
and Rmim™ AN; pairs were mapped into CG models. The ionic conductivity trend
of the first group were inaccurate for different ILs, while the opposite was true for
the second group.
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Following the rich MARTINI 3.0 documentation that was available, a CG opti-
mization was performed by using the evolutionary algorithm software EASY. The
obtained results were discussed and validated by using more accurate AA models.
The correlation between the CG and AA models was weak, indicating that a more
accurate optimization procedure should be followed.

Lastly, a random anion generation procedure was created by using molecular mod-
eling data processing software (Open Babel and topolbuild) as well as other linking
python scripts. The anion generation software was coupled with the MD AA model
of chapter 2] and with EASY to perform a rough geometry AA optimization. The
rough geometry results were validated by the same model presented in chapter [2]
which was even more accurate. The final validated new ILs acquired from the pro-
cess presented relative improvement as high as +140 %. At the same time, the
majority of them can be synthesized.

6.2 Conclusions

Upon completion of all the previous studies, the following conclusions are drawn:

1. An NPAAFF is capable of predicting with good accuracy the density of the
examined ILs (|%| < 15 %). The respective conductivity predictions

present higher uncertainty (|%\ < 300 %). In higher temperatures the

same models are much more accurate (|%\ <90 %). From the compar-
isons that took place in chapter 2| the GROMOS force field proven to be more
accurate than OPLS-AA for the specific ILs. Nevertheless, both of them could
be considered accurate enough for optimization purposes.

2. All the CG MARTINI 3.0 models were able to give correct trend regarding
density. However, only the models considering the Rmim*™AN; IL family
presented correct conductivity trend, which is necessary for the optimization.
MARTINI 3.0 is very good at capturing the effect of simple molecular changes,
like changes in the molecular weight of the substance. Unfortunately, when to-
tally different organic ions are involved, transferrability limitations are clearly
visible. A CG model could never match the accuracy of an AA model, because
important information is always lost during the mapping process. This doesn’t
seem that its comparative accuracy couldn’t be used in a CG optimization.

3. The computational cost of a CG optimization is low enough to allow a mean-
ingful optimization to be performed. The ionic conductivity correlation be-
tween the CG MARTINI and OPLS-AA models is weak. The accuracy and
reverse mapping limitations of CG MARTINTI is the main reason for the weak
correlation.

4. A rough geometry AA optimization is able to produce new IL pairs with high
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ionic conductivity. The low success rate S % of the process is prohibiting
changing simultaneously the cation and the anion. The computational cost of
this process is very high, forcing the evolutionary algorithm EASY to operate
more as a random number generator. These problems would be less important,
if neutral molecules, instead of ions, were involved. The correlation between
the rough geometry AA model and the model presented in chapter [2 seems to
be adequate for the purposes of this thesis.

6.3 Future Work Proposals

Based on the previous findings, the following future works are proposed:

1.

The existing AA optimization structure could run for more time to examine
if even higher conductivity IL pairs can emerged. The new IL pairs that have
been obtained could be further validated by performing lab experiments, since
the respective neutral molecules have already been synthesized.

. The existing AA optimization structure could be used with some small modi-

fications for optimizing other molecular systems too. In fact, using molecules
instead of ions in the previous process will, surely, increase significantly the
success rate S %, because of the lower complexity involved. The most frequent
cause of rejection in the anion generation procedure was related to the fact
that ions weren’t available in the databases of topolbuild.

More sophisticated techniques could be used for increasing the success rate
S % of the AA optimization process. Using databases of frequently appeared
ionic groups (e.g. O[N—|, N[O—] or S[O—]) by applying conventional or ma-
chine learning algorithms could increase significantly the success rate. A huge
database is relatively easy to be created for the machine learning algorithm,
since it just requires to randomly run the pre-processing procedure described
in chapter [f] Even the design variables could be changed to better and more
efficiently describe the ions. If the success rate is high enough, this process
could be used for conductivity optimization in ILs without having to keep the
cation or the anion constant.

. The AA models of chapter [2| could be further improved by using alternative

force fields or simulation settings. The same is true for the CG models pre-
sented in chapter [3]

CG models could be created for PILs. This would be useful for validating that
the high ionic conductivity in some ILs translates directly in high conductivity
in the respective PlLs.
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Appendix A

Appendix-All atom simulations of
ionic liquids

Parameter name Parameter value | Description

integrator steep Minimization algorithm

emtol 10 Minimization stops when Fj,.. < emtol

emstep 0.001 Minimization step size

nsteps 80000 Total number of steps

nstlog 2000 Frequency of printing values in the log file

nstenergy 1000 Frequency of printing energy values in the .edr file
constraint-algorithm | lincs Method used for constrains

constraints h-bonds Convert the bonds with H-atoms to constrains

nstlist 20 Frequency to update the neighbour list and long range forces
cutoff-scheme Verlet The method of cutoff scheme used

ns_type grid Method to determine the neighbour list

coulombtype PME Method for long range electrostatic interactions

vdwtype cut-off Method used for the Van der Waals forces

pbc Xyz Periodic boundary conditions in all 3 dimensions

DispCorr EnerPres Applies long range dispersion corrections for Energy and Pressure

Table A.1:

Typical parameters for the minimization .mdp file in AA simulations
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Figure A.1: Indicative plots for convergence verification
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Parameter name

Parameter value

Description

integrator md Leap-grog algorithm for integrating Newton’s equation of motion
dt 0.002 Timestep of integration [ps]

nsteps 50E+5 Total number of steps for the 1st equilibration

nstlog 2000 Frequency of printing values in the log file

nstenergy 1000 Frequency of printing energy values in the .edr file

gen-vel yes Generate velocities for molecules according to Maxwell distribution
gen-temp 300 Temperature for the gen-vel option

constraint-algorithm | lincs Method used for constrains

constraints h-bonds Convert the bonds with H-atoms to constrains

cutoff-scheme Verlet The method of cutoff scheme used

coulombtype PME Method for long range electrostatic interactions

vdwtype cut-off Method used for the Van der Waals forces

rcoulomb 1.6 The distance for the Coulomb cut-off [nm)]

rvdw 1.4 The distance for the Lennard-Jones cut-off

DispCorr EnerPres Applies long range dispersion corrections for Energy and Pressure
tcoupl Nose-Hoover Type of thermostat used

te-grps System Groups to couple to separate temperature baths

tau-t 1.5 Time constant for temperature coupling [ps]

ref-t 300 Reference-desired temperature value for coupling [K]

nsteps 2.0E+6 Total number of steps for the 2nd equilibration

pcoupl Parrinello-Rahman | Type of barostat used

tau_p 3.01 Time constant for temperature coupling [ps]

compressibility 4.46F — 5 Compressibility value for pressure coupling [bar~?]

ref p 1.0 Reference-desired pressure value for coupling [bar]

nsteps 2.0E+5 Total number of steps for the main simulation run

nstvout 4 Step frequency for printing velocities for each molecule in the system
nstxout-compressed | 5 Step frequency for printing coordinates for each molecule in the system
pcoupl Parrinello-Rahman | Type of barostat used

tau_p 3.01 Time constant for temperature coupling [ps]

compressibility 4.46F — 5 Compressibility value for pressure coupling [bar~?]

ref p 1.0 Reference-desired pressure value for coupling [bar]

Table A.2: Typical .mdp file parameters for the 1st equilibration, the 2nd equilibration

and the main simulation run in AA simulations.

The highlighted parameters are

unique for each type of simulation run. Red for the 1st equilibration, blue for the 2nd
equilibration and green for the main simulation run.

X




Index files for cations ’ gmx make_ndx \ Index files for anions

Main simulation Main simulation Main simulation Main simulation
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Figure A.2: Flow diagram of the self diffusion constant calculation procedure, using
the Green-Kubo method.



Appendix B

Appendix-Coarse grained
simulations of ionic liquids

Parameter name Parameter value | Description

integrator steep Minimization algorithm

emtol 10 Minimization stops when Fj,.. < emtol

emstep 0.001 Minimization step size

nsteps 50000 Total number of steps

nstlog 100 Frequency of printing values in the log file

nstenergy 100 Frequency of printing energy values in the .edr file
constraint-algorithm | lincs Method used for constrains

constraints none Convert the bonds with H-atoms to constrains

nstlist 20 Frequency to update the neighbour list and long range forces
cutoff-scheme Verlet The method of cutoff scheme used

ns_type grid Method to determine the neighbour list

coulombtype reaction-field Method for long range electrostatic interactions

vdwtype cut-off Method used for the Van der Waals forces

pbc Xyz Periodic boundary conditions in all 3 dimensions

DispCorr EnerPres Applies long range dispersion corrections for Energy and Pressure

Table B.1:

The parameters for the minimization .mdp file in CG simulations
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Parameter name

Parameter value

Description

integrator md Leap-grog algorithm for integrating Newton’s equation of motion
dt 0.01 Timestep of integration [ps]

nsteps 5.0FE +4 Total number of steps for the 1st equilibration

nstlog 1000 Frequency of printing values in the log file

nstenergy 100 Frequency of printing energy values in the .edr file

gen-vel yes Generate velocities for molecules according to Maxwell distribution
gen-temp 300 Temperature for the gen-vel option

constraint-algorithm | lincs Method used for constrains

constraints none Convert the bonds with H-atoms to constrains

cutoff-scheme Verlet The method of cutoff scheme used

coulombtype reaction-field Method for long range electrostatic interactions

vdwtype cut-off Method used for the Van der Waals forces

rcoulomb 1.6 The distance for the Coulomb cut-off [nm)]

rvdw 1.4 The distance for the Lennard-Jones cut-off

tcoupl v-rescale Type of thermostat used

te-grps System Groups to couple to separate temperature baths

tau-t 1.0 Time constant for temperature coupling [ps]

ref-t 300 Reference-desired temperature value for coupling [K]

nsteps 4.5E+5 Total number of steps for the 2nd equilibration

pcoupl Parrinello-Rahman | Type of barostat used

tau_p 10.0 Time constant for temperature coupling [ps]

compressibility 1.0E -4 Compressibility value for pressure coupling [bar~1]

ref p 1.0 Reference-desired pressure value for coupling [bar]

nsteps 5.0E +4 Total number of steps for the main simulation run

nstvout 10 Step frequency for printing velocities for each molecule in the system
nstxout-compressed | 10 Step frequency for printing coordinates for each molecule in the system

pcoupl Parrinello-Rahman | Type of barostat used

tau_p 10.0 Time constant for temperature coupling [ps]
compressibility 1.0E —4 Compressibility value for pressure coupling [bar~?]
ref p 1.0 Reference-desired pressure value for coupling [bar]

Table B.2: The .mdp file parameters for the 1st equilibration, the 2nd equilibration
and the main stimulation run in the coarse grained models. The highlighted parameters
are unique for each type of simulation run. Red for the 1st equilibration, blue for the
2nd equilibration and green for the main simulation run.

x1i




-Blocks with different interaction levels

organic

water

ion
lon-organic/water

P5 P4 P3 P2 P1 N3 N2

PS5 P4 P3 P2 P1_ N3 N2

N1

N1

NO C6 C5 C4 C3 cC2

Cs5 Cc4 cC3 c2

C1

c1

2IIRI 8929178

v2.2 levels 0
v3.0 levels 0 1 2

2
5 6 7

3

9 | 10

5
13 14

15

16

7
17

hyper

Table B.3: Levels of interactions between all the different bead types in the Marting

3.0 force field [31).

xiii




1) Possible constraints for your mapping:
1) Avoid dividing chemical groups between two beads.
2) Try to capture the symmetry of the molecule.
3) Performance— > Maximize N-Beads
Versus
Resolution — Maximize T-beads
4) Try to capture the best shape:
- N beads for linear 4-1 arrangements

- S-beads for aliphatic rings
- T beads for aromatic rings

5) Avoid over- or under mapping! maximum mismatch
should be = 1 heavy atom per 10 heavy atom of your molecule.

2) What is the number of heavy atoms in this bead ?

AEEER

Linear ? Branched Branched or Linear < 3" period ?
Divide in two aliphatic ring aromatic ring Map in other bead
beads or transfer i

Linear or Linear or
um heavy atom to = 3" period = 3" period

other bead.

Branched

. . o

4) Choose the chemical type
for each bead based in the
hydrophobicity of the group.

Repeat for each bead

3A) What is the
geometry ?

3B) Is the heavy
atoms from the 3™
period or higher of
the periodic table ?

Figure B.1: Flow diagram of the parametrization algorithm for new molecules in

Martini 3.0 [31).
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Oil-water partititions - kd/mol Examples of possible usage
Normal HD-->WN | 0COS-->WN name name structure name | structure name structure
C1 18.2 18.3 butane C-(CH3)4 * 2-methyl-butane C-C-(CH3)-Cc-C* 2-methyl-butane C-C-(CH3)-C-C *
c2 16.5 175
c3 128 15.2 butene
[eZ} 8.9 12.8 chloro propane propanethiol C-C-C-SH buta-1,3-diene C=C-C=C ethyl methyl sulfide C-C-s-C
c5 52 10.1 butyne
Cé 35 9.1 imine
NO -0.2 6.2 diethyl ether
N1 -4.7 4.0
N2 -83 19 ethylmethylamine C-NH-C-C
N3 -10.5 1.0 propanol C-C-C-OH 2-methyl-propanol C-C(CH3)-C-OH
P1 -12.7 -11 prop-2-en-1-ol -C=C-C-OH
P2 -14.7 -26 ic acid -C-C-COOH N-methylacetamide
P3 -16.9 -4.2 glycol -C(OH)-C(OH)-C
P4 -19.4 -6.4 i -C-C-CONH2
P5 -23.9 -10.6 amino acid NH3+-C-COO-
Qo 345 ‘124 choline C-C-N-(C)3
Qp -46.5 -15.5 propianate -C-C-CO0(-)
Qn -46.4 -14.7 propyl-ammonium -C-C-C-NH2(+)
Q1L -60.6 1165 phosphate -1 -POA4(-1)-
Q2 63.2 -16.9 2 -PO4(-2) sulfate -S04(-2)
Nod/a 14 7.8 diethyl ether C-C-0-C-C
Nid/a -2.1 6.4 butanone (a) -C-C(=0)-C-C- ethyl methyl ether C-0-C-C
N2d/a -6.3 34 propanal (a) -C-C-C=0 n-propylamine (d) -C-C-C-NH2 methyl acetate (a) -C-0-C(=0)-
N3d/a -8.2 25
Pldia -10.6 10
P2d/a -12.8 -0.9 1,3-dicarbony! -C(=0)-C-C(=0)-
P3d/a -14.7 -20 n,n-dime mide (a) | C(=0)-N-(CH3)2
Pad/a -16.4 -3.7
P5d/a -21.0 -75
Small | HD-->WN | OCOS-->WN name structure name structure name | structure name structure
SC1 16.2 14.0 2-methyl-propane C-C(CH3)-C*
C2 145 13.0 propane c-c-C cyclohexane ? (-Cc-Cc-C)-
C3 10.7 103 propene Cc=C-C Cc-c-C ? (-C-C-C)-
C4 6.8 8.0 chloro ethane c-c-Cl ethane-thiol C-C-SH 3-1 - conjugated --(C=C-C)=C dimethyl sulfide C-s-C
C5 3.4 53 propyne C-C=C
C6 15 4.4 imine - conjugated C-C-N-C*
NO -2.0 14 dimethyl ether? -C-0-C-
N1 -5.7 0.2
SN2 -9.9 -22 dimethylamine C-NH-C
SN3 | -122 32 2-propanol C-C(CH3)-C-OH*
SP1 -14.0 -4.2 ethanol C-C-OH
SP2 -16.0 -6.1 acetic acid C-C-COOH*
SP3 -17.7 -6.8 ethylene glycol -C(OH)-C(OH)-*
SP4 -20.5 -9.2 i -C-CONH2
SP5 -24.5 -12.5
SQ0 -47.1 -18.8 trimethyl amonium
SQp -58.0 -21.8 acetate -C-COO(-)
sSQn -58.7 -21.8 ethyl-ammonium -C-C-NH2(+)
SQ1 -70.8 -21.9 hydrated chloride CI(-) (H20)2 hydrated sodium Na(+) (H20)2
SQ2 -112.4 -33.7 hydrated calcium Ca(2+) (H20)2
SNod/a -0.3 33 dimethyl ether in -C-0-C-
SNid/a -4.2 14 propanone (a) -C-C(=0)-C- -0-C(=0)- dimethyl ether in polyethers? -C-O-C-
SN2d/a -7.9 -0.3 ethanal (a) -C-C=0 methyl formate (a) dimethyl ether in rings -C-0-C-
SN3d/a -9.9 -13 ethyl amine (d) -C-C-NH2
SPid/a -12.0 -2.5
SP2d/a | -139 -4.1
SP3d/a -15.9 -5.1
SPad/a -18.1 -7.1
SP5d/a -21.9 -9.7
Tiny | HD-->WN | OCOS-->WN name name name name
TC1 14.4 12.3 isopropyl group -C(CH3)-CH3
TC2 1.9 105 ethane -C-C
TC3 8. .0 ethene ethyl near to polar group -C-C-
TC4 4. .2 thiol- group -C-SH 2-1- --(C=C-)C=C sulfide group -C-S-
TCS 1. .7 ethyne thiol- comjugated/aromatic -C-SH
TC6 -0.5 .8 imine - conjt
TNO -35 05 ether group -C-O-
TN1 -7.4 -15
TN2 -10.9 -3.8
TN3 -13.2 -5.1
TP1 -15.7 -5.9 methanol C-OH
TP2 -17.7 -7.6
TP3 -19.4 -8.3
TP4 -22.3 -10.8
TPS -26.6 -13.4
TQO -62.2 -17.4 heavy metals complexes M(+)
TQp -76.4 -18.8 methylammonium -C-NH2(+)
TQn 765 1185
TQ1 -93.5 -22.5 dehydrated chloride CI(-) dehydrated sodium Na(+)
TQ2 -198.5 -29.1 calcium Ca(2+)
TNOd/a -17 20
TNid/a -5.6 0.2 ether -conjugated -aromatic
TN2d/a -8.9 -1.8 carbonyl group
TN3d/a | -112 -34 methyl-amine
TP1d/a -135 -39 carbonyl group in nucleot.
TP2d/a -15.6 -5.8
TP3d/a -17.2 -6.4
TP4d/a -19.5 -8.4
TP5d/a -23.9 -10.9

* overmapping but branched or part of ring
(a) and (d) indicate that you should use an acceptor or a donor version of the bead, respectively.
OBS: Most of the examples correspond to chemical groups attached to aliphatic molecules.
The bead types can change depeding of the situation (for example, chemical groups attached to aromatic rings).

Table B.4: Table with suggestions about coarse grained mapping in the Martini 3.0
force field [31)].

XV




EO9vixd Metoofio IToAuteyveio
Xy oA Mnyavoroywy Mnyovixwy

Touéag Pevotwv

Movdéda IMTagdAAnAne Yroloyiotixrc Peuotoduvapixrc
& Beltiotornoinong

Movtehonoinon pe yerion Moplaxrc Avvoulxng »ou
BeAtiotornoinon tng Ilpwtoviaxng Aywyipotntog oe
(ITohvpepiopéva) TIovixd YTyed yia Kudéres Kavoipou
MeuBedvne Avioariayng IowTtoviwy.

Amhopotind Epyootia

MatOatioc N. Xatlomoviog

Emupiénov :
Kuptdxog X. Tavvéxoyiou, Kadnyntic EMII

Buounyavixoc Emprénwy :
Ap. Kwvotavtivoc I'vayxde, Toyota Motor Europe

AdAva, Pefooudptog 2022

Extevrc Ilepiindn ota EAAnvixa

Eiooywy

Y1y mpoomdield Tng Vo UELOOEL TIC EXTIOUTES Bloeldiou Tou dvipoxa, 1 dUTOXLVITO-
Brounyavio avartiooel xupérec xouoipou pe v TEYVohoYia UePPedvng aviahhayhc
mowtoviwv. H yeyfedvn etvon éva and ta faocixdtepa eCopthipoata o€ plar xUpEAT xouoi-
HOL ot TO UM To omolo €yel emxpaTrhoel Vo yenowonoleiton oTic uepfpdveg elvor
7o nafion™™ Avelapthtwe tou UAo) e peuBedvng, wia xupéin xoauciuou etvan
emduuntoé va Asttoupyel ot udmiéc Vepuoxpaoties, dvew twv 120 °C, eloutiag Tou auln-
pevou Baduol ambédoong tng pnyovic o auteg. 20tdoo, autd ebvar adLVATOV Vo

1



Tpoyuatonotniel ye yerjon tou nafion™ | yodddc amontet ouviixeg LPnirc vypaotag

YL Vo AELTOURYOEL %o, ETOUEVWLS, Vepuoxpaoiec uxpdtepeg and 100 °C.

o va Avdel to mponyoluevo mpdBinua, eletdletar 1 avTixatdoTtacy e UepBedvng
ané nafion™™ ue pla S peuPBedvn mou Yo mpoxder toAuueptlovtag To aviéy 1 To
xoTiov ot éval Lovixd uyeo. Ta ovixd vyped eivan opyoavixd dhata ye onueio THENg
uxeotepo twv 100 °C. Av xou ot tpé€youcec ueyuPpdvec autod Tou TOTOL UTOEOLY
Vol AELTOURYOUV AMOTEAEOUATIXG OF TOAD uPnAéc Yepuoxpaoieg, €youv mepinou d0o
TéEelg UEYEVOUC UXPOTERT TEMTOVIOXT AYWYWOTNTA O oyéon UE TIC PeUBpdves amd
nafion”™ . T tov AOYO aUTO, Ol UEUPEAVES TIOU TEOXUTTOLY OO TOAUUERLOUS LOVIXWY
UYp®Y Oev glval axoun og VEOT Vo aVTIXATUCTACOUY TI¢ UeuPBpdiveg amd nafion™™ o

omonteitan Behtivon/BeATioTonoMo| TOUC PE THY AYOYILOTNTA WS GUVARTNON-GTOYO.

Y Sumhopated| auty epyasio avalntolvton evorAaxTied (e0YT) XATIOVTWY Kol OVLOY-
TV (tovixd uYpd) Ue LPNAOTERN TEWTOVIOXH Ay OYILOTNTY, EQPUEUOLOVTOS OTOYACTIXES
ued6douc BedtioTonolnone, wote vo Avdel To mponyoluevo meoBinua. Kotd t o-
adxactior auTh Yewpelton TWE N AYOYWOTNTA EVOS LOVIXOD UYEOU ot TN avTioToyNG
ueuBpdvng mou mapdryeTtan amd auto elvon peyEdn avdroya. H peoio x| auth mopadoyn
yivetar AOYw Tou amayopeuTixd LUPNAOL UTOAOYIOTIX0) XOGTOUC TOU EYEL 1) TEOGO-
wolwon peuBeavey. O UTOAOYICUOS TNG AYWYWOTNTUC TEoyUaToTolElton U€cw Tpo-
COUOIWONG MOPLIXHC DLVUUIXTG (Molecular Dynamics 7 MD) xon ue Yenon Tou ho-
yiopxol avowtol xddixa GROMACS. To hoyiouwxd autd ouvodelet éva mArdog
AOYLOUXOY, XM %ol GUVOETIXMY XWdIXwY, yiot Vo elval eQuxTy| 1 a&lohbdynon Tou
%&de ovixol uyEoL, ahAd xou 1) TapEaY WYY YEWUETEUG Xou ToToAOYiNG LOVTKDY amd TIg
TopopéTeous TNe BedTioTomoinong.

Mopuonery duvaixy| elvon 1 emGTHUN TOU UEAETE XWVACELS Uopiwy “oTe vo eCoydoly
UXQOOXOTUXES 1) UUXPOOXOTIXES WOLOTNTEC TOU EXACTOTE LAXOU Tou peietdror. H év-
VOLOL TNG MOPLIXAG BUVIUIXNG OLY VA ToUTICETOL UE TNV TEYVIXT| TEOGOUOIWGNE XAUTA TNV
omofo elodyovTon TOAAG HoELa TOL UTO €EETAOT) UALXOU EVTOS EVOS XUB0OU TPOCOUOiw-
orge.

Ye évo povtého ou ouunepthaufdver Gha to dropor (All atom | AA model), to xdie
HOpLO amoTEAELTAL A6 dTOpN LT TN HOPPT| CPoLEieY Tar OTolo XVOUVTAL CUUPYYL UE
¢ xavnuatég e€lowoelg Tou Nevtova., Ta ogaipldia ahknhemdpoly pévo €€ anoo-
TAOoEWS PEGK NAEXTPOC TUTIXWY o OLopoploxy duvdueny Van der Waals. Ou xdie
AOYHC TAAAVTWOELS OL OTIOLEG OPElAOVTOL GTT) GUVOEST) TWV ATOUWY UE Y NUX0VS BEGUOUS
novtelonotolvTal pe Tn Bordeia ehatnplwy o plo Yedpnon xiacixic unyavixic. Ot
TEONYOUUEVES aAANAETIORdoEL cuvoilovTton 6Ty Tapdypapo 1.7.1 Tou TAHEOUS XeE-
vou. Ot podnuatixég e€IoMOoEG HOVTEAOTOMONE TWY TEONYOUUEV®Y SUVIUENY, xaddg
XL TWY TEYVIOUATWY EMPOAAC TV EEWTEPIXOY cuvinxmy Teorng xat Vepuoxpaciog
elodyovton 6ToV 20 Vouo tou Nedhtwva we emnAéov dpot.

Ye éva adpoucpéc povtéro (Coarse-grained ¥y CG model), n Aoy e poplaxhc
duvaxc 6ev oAAdCel xadohou. doTdC0, Ta BLAPOEN ATOUXE CUUTAEYUATA, EVTOC
TV Uopitv Tou Tpopoudvovta, ouadomolovvtal 6Tic Aeyduevee ydvtpec” (beads).
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To oparpldio Tng mpocopoinong 0ev elvon TALoV yepgovwuéva dtoua ahhd oL YAVTPES.
H decdpnon autr yeidvel 1o utohoYloTixd x0oTtog xatd 1 ye 2 tdéeig peyédouc.

Y10 1o xe@dhoo g Simhwpatinic, e€eTalovTon apXETE SLUPOPETIXG LOVTERD, Yol VO
olamotwiel mo Toupldlel TEQLOCOTEPO OTIC ATOUTACELS TOU TEEYOVTOC TROBAAUATOC.
Ev téhet, emhéyovron tor povtéha OPLS-AA xou GROMOS w¢ AA povtéha, xou to
MARTINI w¢ CG povtého.

AA Tlpcoocopoiwoelg

Arnuovpyeiton piot oAOXANET BopT TEOGOUOIWOTC, UE ETIXEVTEO TO AVOXTOU XMOXO AO-
yioux6 poptaxhc duvouxic GROMACS xou pe 0160 ToV UTOAOYLOUS TN LOVXTC aY-
OYWOTNTAG UE TN UEYaROTERT BuvaTh axpifela, mou éva ovtého AA unopel va mapéyet.
H Suodixacior xan ol didpopeg puiuloeic tng meptypdgpovton Aentouepns. Ileprypdgpovton
xou doxydlovton dVo pédodol utoloytopol tovixic aywyyoétntoe (MSD xow Green-
Kubo) ané ) Broypapia. Tehnde emhéyeton n yédodoc MSD (oyéon 2.3), enetdn
€0woe o oxplP3r amotehéopata Ue TIg oLYXEXEWEVES puluioelc Tpocouoiwong.

211N CUVEYEL, TEPLYPAPOVTOL TA O LOVIXE VYR Yiar Tar oTtola UTHEY Y Slordéotua TELRO-
HoTiXd OEGOUEVA. AUTA YENOWLOTOLOLYTOL WC VAPOEE YLoL GUYXELOT) UE TO OTOTEAED-
potar Tou xde xeqoiatou. Tlelpopotind BEBOUEVA YL TNV LOVIXT| Ay WY LUOTNTO UTEOY 0LV
T600 YW T €V AOYW UYpd 600 xou Yl TG avTloTolyeg UePPBedveg TOou TEOXUTTOLY
amd aUTA. LUVETKOC, OAAL T LOVTEAN avamTUOCOVTOL YURW oNd QUTH TO TELOUUOTIXG
0edopéva. TNy eVOTNTA 2.2 TEAYHATOTOLOUVTOL TURUUETEIXES HEAETES YLOL VOL OLEQELV-
nYolv oL dudopec TWES TV puiuiceny Yo Tic ontoleg Ta wovTéda divouy axplBéctepa
amoteAéopata.  AUTEC a@opolV TNV AMOCTACT, ATOXOTAG TKV OLIUOPLIXDY KoL NAEX-
TPOCTUTIXAOV BUVAUE®Y, TO GUVOAXO YEOVO Xal T1) cUYVOTNTA OetydatoAndiog yior T
uédodo MSD, xodde xow 10 cUVOAXS aprlud YoplkY TOU ATATOLYTOL VO TEOGOUOL-
VoLV Yl vor UGy EL apeVOS axpiBeio xon apeTEQOU YoUNAG UTOROYLO TG KOG TOG.

Me yeron twv mopauéteny mou tpoéxuday, Biegdyovial TEOGOUOWOCELS Yl To & OE-
dopéva Lovixd LYed 6To evpog Vepuoxpactay 300 K ue 380 K. T'a 0o €€ auvtdyv tpay-
potomotelton olyxpton uetald Ty woviédny OPLS-AA xoo GROMOS. To teieutaio
olvel ehappie xohUTepa amoteréopato. AeBoUEVO ELGOBOU Xl Yiol To 5 LOVIXE UYEd
fTay Otadéotua o BB TLAXES BACELS DEDOUEVMY UOVO OTNY TERITTWOT| TOU LOVTENOU
GROMOS. H amoéhutn amdxhion Tng TuxvoTnTog and TI TELRAUTIXES TWES efvan TédvTa
uxpdtepn and 15 % (oyfuo . H péon andhutn andxhion tng aywydtntag etvan
uxpotepn amd 300 %, to omolo Yewpeiton Wlaitepo axplBéc anotéheopo ye Bdon tn Bif-
Moypoepior [I]. 3t Yepuoxpacio twv 380 K ta amotehéoporto eivor apxetd mo axplBy,
olvovtog peon amdAutn amodxhion uxpdteen and 90 %. Tw 1o Moyo autd bhec ol
emoueveg AA mpocouotwoelg dieldyovtoun oe auThY Tr Yeppoxpacia.
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(i) Keumides nukvétnrag-Oepporpaciag ya ta 5 (il) Kaundes aymypdrnrag-epuokpaoiag ya ta
ovikd vypd avagopds. 5 1ovikd vypd avagopds.

Yxnue 1: Arotedéouarta twv AA mpoooupoidoewy. H aywyripdtnta elvar adiaotatonom-
névn ue ta avtiotoya mepapatikd Oedopéva yia kdOe emuépovs Oepuokpacia. H
rukvotnta éyel adaotatonomnel e tny nepapatikny tiun ya tn Jeppoxpacia 300 K.

CG Ilpoocopoiwwoetg

210 30 XEPIANO TOU TARPOUS XEWEVOU DLEPELVATOL EXY EVOL EPIXTO VAL YENOLLOTOL-
nodv CG povtéda vy 1 BeAtioTonolnon ovixwy vypny. [oa tov oxomdy autdy,
TEaYHATOTOlE TN TTopOETELXT) WEAETT e yerion Tou povtéhou CG MARTINI 2.0. Ot
Teploplolol auTtoL elvon egavelc amd Ta TEMOTA XOAUC amoTEAESUAT oL £TOL XplveTon
amopalTNTo apevos vo petoAntoly ol cuvirixec mpocouoinwong, Kwote vo Tanptdlouvy
neplocotepo oe eva CG povteho xou agetepou va yenotonomnidel n éxdoorn 3.0 tou
wovtéhou CG MARTINI, 1 omoio mpoo@épet audnuéves BUVATOHTNTES HOVIEAOTOMOTNC.

Apyixd, avantiocovton CG povtéha yio o TEVTE LoVIXG VYA oL avapépdnxay oTo
meonyoluevo xeqdioto. Ilopd Tic mOAAES xan BlapopeTnég Tpooeyyioels Tou mpay-
potoTolUnXay 0T dladxacior HOVTEAOTOINGNEC 1) TAOT TN LOVIXAC ALY WYWOTNTOS YL
T BLaPOPETIXG LoVixd LYEd v Nty 0p¥7. O oTdy0g ATay To LYES PE TN HEYUAUTER
TELRUUATIXY T oY WYHIOTNTAS Vo €yel xan T YeyahiTepn Tir wg CG povtého. Anhadt
VoL UTLGOYEL Lot 0T TOLOTLXN TAoT e ahhoryt| Tng Ynuetag. Qotdoo, autd dev undpeoe
vo emiteuydel, mapd To YEYOVOC OTL 1) TUXVOTNTO TTOU TROEXUTTE Amd TO UOVTEAO TTa
EVTOC LXAVOTIONTIXOY 0pIwY ATOXAMGNE U0 T TELUUATIXG DEQOUEVIL. 1TOL Oy LT
xou 211 otvovTon xordopd Ao Tor TpoavapepUEVTAL.

Hpoxewévou va unv amoppipiel xateudelav n wéa g yerone CG povtéhwy yio )
BehtioTonolnoT, TEOCOUOWWVETOL o EVAAAUXTIXY| OXOYEVELX LOVIXMY PEVCTMY UTO TIG
dieg ouviixeg. Ta anoteAéopouta @aivovTol oTo oYUt , xa Oelyvouy e
N ahhary ) TG ynueiog HETOBAAAEL GTABLIXE X0 HOVOGSHHOVTA TNV TUWH TNG LoVIXH S ay-
OYWOTNTC, TOEE TH ONUAVTIXY TOCOTIXY AMOXALOY) Omd TIC TEWUUOTIXES TWES. Av
Tuyata xde popd CG Lovind LYEd GUUTERLPEQOVTOL UE EVOY TOROUOLO TEOTO, TOTE ULd
otdwacio Behtiotonoinong Yo elye vonua, ETEDY| TO UTOAOYIOTIXG XOGTOC TWV UOV-
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TEAY auTOV elvan Waitepa younho. Emnicov, o nivaxag tou mapuptAuatog B.4 elvor
éva yerowo epyaheio mou mepiéyeton otoug odnyols tou MARTINI 3.0 xou mopéyet
EVOV OVTIXEWEVIXO XUl EUTEIQXO TEOTO Yia T METUTEOTH Twv Tuyainy CG ovxohy
uypov oe mpaypaTd AA tovixd uypd. Ia Toug 800 TeheuTatoug Adyoug, eAfPUn N
amogaor va teayuatoroimiel  CG Behtiotonoino.
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10% 4 ==
-®- CG model3 — I S S — -
1400 R -@- AA model — oot
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[ = . model
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9001 i " i 1 10° 4
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lonic liquid pairs in descending conductivity order CAT AN CAT{ AN CAT{"AN5 CAT{" AN CAT{"ANs

lonic liquid pairs in descending conductivity order

(i) Hukvétnta ya v oudda 1vikdv vypdv .. , , , ,

_ , , ii) Iovikn aywyrudtnta ya tny oudda 1ovikdy
CATFX ™. O1 mpooouoioeg éyvay m:ovg( ) 1 Qyerporte yie Ty o

, + v— ; , ,
380K, n nepapatikn nukvitnta petpriinike oToug vyper C/}Tl X - Ta Zw),}r’ cvat SI%téw)}y e
200 K. katd oepd pdivovoas 10vikiAg aywuéTnTas.
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iii) ITukvétnta ya Ty oudda 1wvikdy vypdy vypdy RmimtAN; . Ta (e efvar datetay-
nea 'y nv oy yp yp 1 n V

Rmim*AN; . O mpooouoisoes kar o1 wepa- péva katd oepd pdivovoag vk aywyiudtnag.
patikés petpnoeg éywar orovg 380 K. ‘OAa ta aroteAéopaza avapépovtal o€ Deppokpaoia
380 K.

Exnpo 2: Yynuata kar 6waypdppata mov agopotv tis CG mpooopodoeis.

CG BeAtiotonoinon

H CG Behtiotonoinon mpoyuatonoteiton Ye yYpron Tou AoYLomxo) eCEAXTIXOY ohYO-
clduwv EASY ¢ MIITPB tou EMIL "Evog and toug xupldtepoug AGyoug Yo Toug
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omoioug emAEyInxe, oy 1 eveAEio TOU TEOCPEPEL BTN BLUBLXAGIN TNE TUPUUETEOTONONC.
H eqopuoyy| autioxpatixeyv yedodwv Bertiotonoinone Yo Aroay efoupetind meplmioxn
OTNV EQUPUOYT XU GTNY avamTuLT Yo TO BEBOUEVO TEOBANUOL.

Apyind, BlepeuvdTon TO TWE BAPOPETIXES TOTOAOYIES LOVIWY, OIS AUTEC TOU Paivov-
Tou 670 oy fua |31 emneedlouy To cUVORXG aELiUd TAVOY GUVBUAGUMY YLl EVaL LOVIXO
Cedyoc. AmotdveTon oG HON UE YENON HOMS TELOY CWUATISIWY (YavTedV), 0 Y®eog
OYEDLUOUOU EYEL TEPUOTIEC OLUOTAOELS Ylot AlYEC OYETIXA TUEUUETEOUC OYEOLAOUOU.
Yuvenwg, Aopfdvetar 1 andgaon va BeAtiotomomdel éva tovixd (edyog oTo omoio
1660 TO aVLOV 660 XL TO xoTLoV Vo efval TOTOAOYIXE OUOLAL UE TO OYNUATIONS 3a Tou
oY oTOg . Ocwpeltar WS 0 cLVBLUOUOS aUTOE amoTeAEL évay Bixato oupfiBaoud
peToCl eueh&iog xon amAGTNTAG.

O TpoéTOC TMaPAETEOTONOTE ToEOUCIALETOL GTO Oy A . Ye xde 16V petafSdrreTan
uovo 1 ywvio xou 0 TOToC TS yenotwonooluevng yavteos (bead) yia xéde Srondéoun
Véomn Tou oynuationol 3a. To urxn Twv ynuxoy deouny tpocdlopllovtal ye ula ou-
TOUOTOTONUEYY) TTEOGEYYLO TiXY| Bladacior tou Bacileton 6ToV TOTO TV GUVBEGUEVKY
x&e Qopd YavVTEMVY %ol 1) OTolo TEPLYPAPETOL UE YEYUAUTERT AETTOUERELN OTNY UTO-
evotnra 4.3.2 (Bh. oyruo 4.3 xou mivaxa 4.1 tng AE.). O otadepée ehatnpiou mou
apoEOUV T UAXN Xol TG YWVIEC OTROPNS TV BECUNOY Aopfdvouy ula TuTtixy| Twn Tou
mpotetvetan and T BBAoypapio.

H xaunOAn cbyxhiong tng BeAtiotonolnong gaiveton 6To oyfjuc am6 TNy ornola
gofveton Twe TEoéxuday tovind LYEA ue eCoUEETIXG UPNAEC TWES oy OYWOTNTIC, €0C
xo 3 PopEC PEYANDTERES amd TNV avTioToLy T Tou nafion”™ . Evtoltoic, ta anotehéo-
Hotor auTd ebvan amapaltnTo vo emoAndeutoly ue yeron AA yovtéhwy ta omola £youv
peyohltepn axpifeia. Ta mpoxdnTovTa tovind Lyed petateenovtor amd To CG medio oto
AA pe ) Bordela Tou mivoxa Tou TopopTARaToS B.4, 61ee galveton yio topdderyud 0To
oyfuo Bivl Tlpayparomotetton pior ypaupu mopepBoin uetall tov Sedopévev e CG
xou e AA ayoypémrtac (BA. oyfua . O ouvtekeotic cuoyéTiong elvon younhocg,
umodewvbovTag Toug teptoptopols Tou CG MARTINI 3.0, écov agopd T duvatodTnTa
uetdppaong and ynuixolg oynuatiogole CG o AA. To aroteéopata autd 0dnyoly
oty avalATnoT evog evolhaxTixol, oxp3éotepou Tponou Bedtiotonoinone. T Tov
oxomé autod, emAéyetan 1) AA BedtioTonolnon Toed T UEYAAN TEPLTAOXOTNTA TNG XOol
TO TEPACTIO UTOAOYLOTIXO XOGTOS TNG.

AA BeAtiotonoinon

To yewpetpind xou Tomohoyd dedopéva e1600u Yo piot AA TEoCOoUOIWoT LopLaX g
duvoXAC etvar e€onpeTd BUGX0AO VoL Bpedolv xou GUVATKS TEOXVTTOUY ATd EBKES OL-
adixTuoxég Bdoelg dedouévmy. Ta va elvon e@uety| uio Stodixactia AA BekticTtonolnong,
Tpénet va mopory el évo hoytouixd To onolo amd xdmoteg mapduetpous (Tuyoiot aptiuor)
VO TPy OVTOL TO YEWHUETEXE %ol TOTOAOYIX OEDOUEVA ELGOOOL YL TO EXAGTOTE LOV
uE TN UEYLoTN Epuxth oxplBeta. Emeldr) n dwducaocta etvar o1 wialtepa tepinioxn, to
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ooy dratnpeiton téva to o (CATY). Tpoxewévou va apdpoldy Ta Tpomnyolueva
TeofAfuarto atogactleton va yenoidoroindoly ot axohoudieg yapoxthowny SMILES w¢
UECO eTXOVOVING TV TapauéTewY e TN yNueio. Ot uetaBAnTéc oyedloouol gatvovto
0TO oYY . Me yprion evog xoduxa python ol mapduetpol pr €wg pip UETATUPES-
Covtar o éva aviov. To oviov autéd Umopel vor uny ugloTaTaL GTNV TEOYUATIXOTNTA,
oV YLOL TOEABELY A O AUTO €Vl GTopo 0&uYGVoU cuVDEeToL Ue Tplor dAAa dtopa. Té-
TOLEC TMEPITMTWOELS UVLY VEUOVTOL QUTOUOTOL OO TOV €V AOYW B xou eppavilovton Ta
ATOEOUTITOL EVAUERWTLXS UNVOUATA, €TOL OOTE TO AVIOY auT6 Vo amoppLpUel TpLy @Tdoet
070 axELBO OTABLO TNG TPOCOUOIWONS.

‘Eneita, ye yerion tou Aoylouxol avoixtod xmdwxo enelepyaciog GE00UEVKDY oL
oxhc povtehonoinone Open Babel [2], n axohouvdia SMILES mou agopd to avidv
UETaQEAlETOL 6TO YEWUETEWO apyeio Tng uopgric .mol2. Ilpotol autd mapayvel, Eyet
Tpoyuatonotniel ehaylotonolnon TN EVEQYELNG OTO CYNUATIOUO, WOTE AUTOG Vo AABEL
ulat Lop@y| xovtd otny mpayuatxr. Emmiéov €yel npayupatomoiniel unohoylouds mou
agopd Tor el @optiar Tou €yel xdde dtoyo Tou awdvtog. O umoloylouol autol
Tpoydatonotovvial Ye To Open Babel, egopuélovtoc to nedio duvduewy (povré)\o)
MMEF94. O unoloylopdg Twy UEpIX®Y QopTiwy elval amapaitnTog yiot Vo Toox Vel To
apyeto Tomoloyiag To onolo €yl TNV TANPoPopla TOU amUTELTOL Yo TNV AVUTUEEC TAOT
TWV NAEXTEOC TAUTIXWY XAl DLUULOPLIXMY DUVAUERY, XOME XL TV ENAGTIXWY OUVIUENDY
oL ogeihovToL GTNY UTIUEEY YNUXWY OECUMY.

21N cuvEyewa, To apyelo .mol2, mou mapdynxe, UETUTEENETAUL UE Y ENOT) TOU AOYLIoUIX00
avowtol xwoxa topolbuild cto avtictoiyo apyelo OPLS-AA tonoloyiag .itp. To
apycto autd €yel moAéC ehheldelc oty TAclonpla TV TEPITTOOEWY xaL OEV efvor
€too va ewooydel we dedouévo oe uia mpocouoiwor uopltoxic Suvouxrc. ApxeTh
TANEOQOEi ATOUGIALEL OYETIXG UE TOL UiXT), TIG YWVIES Xou TIG EANCTIXES OTADERES TRV
YNy deouwy. Emnicov, ol mhnpogopieg oyetind ue plo etdur| xotnyopla EAUCTIXGOY
ouviotwowy (dihedrals, A. evotnra 1.7.1 tng A.E.) Aeinet oyeddyv €€ oroxhfpou. Ot
enhelderc autéc avtwetwniCovTa ue yerion dexeToy EMTAL0Y xwdixwy python ot onolot
CUUTANEWYOLY T OEBOUEVA TOU AElOUV UE YEHoT| UETENoEWY antd To apyelo .mol2 tou
TEQPLEYEL YEWUETEXS OEBOUEVA, OEDOUEVWY amd To eAMTEC dpyeio .itp xon mouxihwy
mpooeyyioewy. To tehind apyela Tomohoyiag eivor TAéov Etoa va yenoiponotndoiy
YLl TEOGOUOIKOT).

E€autiog Tne mepimhoxdTnTag Tng mopandve dtadactiog xat eneldr) dev ebvor emduunTto
VoL TREZOLY TPOCOUOUOOELS PE Mdrdog Bedopéva ELl0OB0U, AOYW TOU TEREC TIOU UTOAOYLO-
00 x60T0UG TwV AA TPOGOUOLHGEWY, LOVO €va TOND uixed T0600TH S % TLV 1OVTWY
Tpocopotwvovtal P emtuyla. To yeyovog autd xohotd Ty emAoyr puduicewy yia
Tov EASY pio nepimhoxn Swodixacta. Ot puduioec tou EASY mou emhéydnxoy Yo Aoy
TOAD TLo EVGTOYES AV O GUVOAXOS YedVOS TNg PeAtiotomolnong ftav dexamhdolog Tou
oldéotpou.  Iapd tov meploplopévo ypovo Bedtiotonoinone, o EASY Berixe tovixd
UYed Ue €mc xan 157 % peyolitepn aywyoTnTa O OYECT) UE TO OMOTENEGUOTO TOU
AA povtéhou tou 20U xEParafou YLl TO LOVIXO LYEO AVUPOEAS C’ATfAN:;. AxpiBoc
EMELDT TEALY HATOTLOLAUNUOY APXETES TTUPADOYES ETOL WOTE VAL EIVAL EPLXTH 1) TTEOTYOUUEV
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Oradixaota, yivetar eToVaELOAOYIOT] TV XUAITEQWY AMOTEAEOUATWY UE YPHON oXELB3OC
Tou (Blou OPLS-AA povtéhou nou egapudéctnxe oto xe@dhao 2. Ta anoteAéoporta
¢ Odcactag auTthg pabvovion oTov Tivoxa Telo amd o TEVTE HUAVTEQA LOVIX
VY& €youv uPnhdTEEN tovixh aywyydtTa ot oyéon ue to CAT ANy . T xodéva
and auUTd, EXTOC TOU 40U, TO AVTIOTOLYO OUBETEQO UOQLO TOU EXUCTOTE OVIOVTOC EYEL
nopay Vel oe epyaotiplo olugova we to NIH twv HITA [4]. Me opiopévec uedodouc
umopel Yewentnd vo agorpedel To xatdAAN O TEwTOVIO, Vo Tapay Vel TO avidy xou
EMOUEVKC TO AVTIOTOLYO LoViXd LYEO.

YOvodn-Xuunepdopata

YuvoliCovtag, 1 SimAouatd| epyaocta acyolfinxe ue TNV ovalATnon EVUANIXTIXGY
LOVIXGY VYOV, OOTE VO ATOTEAEGOLY TNV TEMTN VAN Yio Evay VEO BeEATIwUEVO TUTO e~
Bedvne avtodlayric TewTtovimy oe xupéheg xavoluou. T'a tov oxonoy autdy, dnutovpyinxay
xou emokniedTnxay AA xou CG govtéha Lovixwy uyp®y, WoTe yenotdoroindoly oe AA
xou CG Behtiotonoioeig tng tovixhc ayoyyotntag. Kot otig 6o nepintoei yenot-
porolinxe 10 hoyiouixd eCehnTixedy ahyopiluwny EASY tne MIITPB tou EMII yia
™ Behtiotonoinon. ‘Eneita and enakfievor, n CG Pehtiotonoinor dev £dwoe xdmoLo
Behtiwpévo anotéreoya. Avtideta, n AA Beltiotonoinon xatéhnie oe tovxd uypd
UE oEXETE BEATIWUEVN LOVIXT AYWYOTNTA To omolol HEALoTO QuiVETOL TKS UTOEOVY
vo. mopay Yol epyactnploxd. Me Bdon o anotehéouato TOU TOUEOUCLICTNXAY TEO-
NYOUUEVOCS, TEOXVOTTOLY To axOhoulo CUUTERAOUATAL.

1. Ta AA povtéla €youv TOAD xUAéC ETOOOEIC OGOV QPORE TNV TUXVOTATA Xou
UETPLEC WC TEOC TNV LOVIXT ayoYoTnTe. M uPnhotepeg Vepuoxpaoies elvor
mo oxeBr) xan @alveton TKS Umopolv va yenowononioly oe pla dradacio
Behtiotonoinong ahhd xou yior ETOAUELCT) GAAWY LOVTEAWY.

2. H Bektiotornoinon e ypron tou CG MARTINI 3.0, ye cuvdptnon otoyo tnv
LOVIXT] QY WYWOTNTA, TUEOLCLALEL TEPLOPIOPOUS, TORd TO YUUNAG UTOAOYIGTIXG
x6010¢ TNG. Aev UTdPYEL LoYLET XaL LOVOOT|UovTY) cucyETion petaly e CG
xow TS AA ovinAc aywywotnTag, e€utiog TwV TEPLOPIoUMY OTNV avTioTeopn
wovtehonoinon (and CG oe AA povtého).

3. H mpooeyyiotiny AA Behtiotonoinon frav oe Véorn va unodeiel tovixd {ebyn
UE ONUOVTIXG ALENUEVT] LOVIXT] oy WYOTNTA OE GYEan P To (EUYOC avapopdc.
H avtiotouyn cuoyétion yetald Tne aywyoTnToC TOU TPOCEYYIGTIXOU XAl TOU
axpi3éotepou AA povtélou gaiveton IxavoTounTLxy.

4. H mponyoluevn dwdixaota Yo uropoloe vo Bedtiwdel aodntd yeuwvovtag to
TEPAO TIO UTOAOYIG TIXO TNG XOGTOG, UE Ypror uedodwy teyvnthg vonuocivng. O
otdyo¢ ebvor vor uTdpyouV peYoAUTERa TocooTd emtuyiog S % xotd Ty Topary-
OY1) TV WOVTLY ot ddixaota tpo-enelepyaotac. Me Alyeg yetatponéc, 1) (Oia
otadwactor Yoo umopovioe var e@aprocTel xou yio BeATioTomolinom dAAwyY cUCTN-
udTev popley.



1Bead 2 Beads 3 Beads (a) 3 Beads (b)

e oo o2¢

4 Beads (a) 4 Beads (b) 4 Beads (c) > pq €[90°,180°] P3
» p; € Beads i
Cat p
> ps € Beads ation P2 Pa
» p4 € Beads P1
> ps € [90°,180°]
5 Beads (a) » pe € Beads Anion p7
» p7 € Beads \ V4
> pg € Beads Pe p Ps
5
LI

(i) Auwagopetikol Tomodoywkol oxnuatiouotl oce (il) Ereénynuatiké oxrjpa oyxeukd pe g
éva ovdérepo udpro.  Or moptokadl ypapués mapapérpovs oxediaool s PeATioTomoinons.
avagpépovtar otovg deouols petall Twy xavTpwy

ka1 ta kékkwva to€a oTovs ywriakols Baluols

eAevlepiag.

CG Cation AA Cation

Translation

1e3 | N—""p
101°

-}
1=}

%
o

CG Anion

Translation

et )
15 N an
93°

| | . | | . (iv) Metdgpaon touv kaAdtepou 1ovikoy vypol
0 1000 2000 3000 4000 5000 6000 , , , g

Total number of evaluations nov mpoékvpe, ané CG povtédo oe AA povtého.
Or ykp1, dompes, KOKKIVeS kal UTAE opalpes ava-
rapioTody avtiotoa ta dtopa tov dvipaka, tou
uOpoYovou, Tou 0&uydrou kai Tov aliTov.

Conductivity [S/m]
g 3

20 A

10 A

(iii) Kepntidn oUykhions ya
BeAtiotonoinon ue xpnon DMAEA.

Relation between CG and AA models

101 4

.
.
.,
.,
2
’
== .
~s&

!
R
10°7 -@- Optimization model

|
=== Opt. data linear fit 'l
=== Ideal correlation line !
-®- CAT; model
=®- Rmim model ﬂ: -
: il
e Y QAW

1071 4 =1

OPLS-AA conductivity [-]

107t 100 10t 102
CG conductivity [S/m]

(v) Xvoyxénon tng CG ka1 tng AA aywyiudtntas yua didpopa povtéda. Ta AA amoteAéopata ya
Ta 1ovikd vypd Tov efvar facopéva oto karidy C AT, éxouvy mpoxtiper émeita and epappoyr Tov
povtélov GROMOS. T'a v owoyévaa wvikdy vypdy RmimT AN ypnoyoroindnkar repa-
patikd Oedopéva. H emadnfevon twv CG povtédwy mov ypnowuoromiinkav otn PeAtiotoroinon
mpaypatorojinke pe xprion tov povvédov OPLS-AA. Ilapatnpeftar aoOeviis ovoyétion peta&d
s CG ka1 tng AA aywyudtnras. ‘Oda ta anotedéopata apopody touvg 380 K.

Exhue 3: Yynuata kar dwypdupata mov agpopoty tny C'G PeAtiotomoinon.
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Anion optimization parameters: 1 2 3 4

A) P1,P2, -, Ps € {C,0,N,S} (Heavy atoms)

1) Pa Po € (1,2,3,4} (position of pg and p;)

A) pyo €{1,2,3,4,5} (atom from which an hydrogen is removed)

B) pe. P7 € {—,=#, (), (=)} (single, double, triple bond or branch with single or double bond)

IAA optimization Pre-processing I

. . . SMILES.py .
Anion design variables SMILES string
D1,D2) -+ P10 Example: CCNC[O-]
l Open Babel
L Topolbuild Tripos .mol2 coordinates file by
Incomplete anion .itp topology vi3 e
= amlie:gej‘ssu;dm::tiefgr lerrc) 1. MMFF94 geometry optimization.
gles. 2. MMFF94 partial charge calculation.
Extra python
scripts
The final AA .itp and .pdb files —) Rough geometry AA
for the anion are available. simulation

(ii) H bwdikaoia mpo-enebepyaciag mov epap-

(i) Ereénynuatiké oxripa oxetikd pe tig petaPA- péotnre katd tny AA Beltiotonoinon pe xpron

nNtés oxedaopot tng AA Bedtiotonoinong.

3.0

MSA

exp
N N
o wn

=
n

Conductivity ratio /o
5

0.5 1

0 10 % % 40 50 60
Total number of successful evaluations
(iii) Kaeunidn ovykhions yua v
BeAtiotonoinon ue xprion MAEA. ™9

ANg
exp

Tou 10v1K0U vypol C AT, ANy .

HovTélov. o,

TPOOEYVITTIKDY UOVTEAWY .

[0-]cOCHC CC(=S)[N-]C SO[N-]0S
] &
‘k.br "}Af s o b
¢
SO[N-]S#S ccsc[o-]
ohf"g‘
(iv) Tpibdotatn avamapdotaon twv mévte

KaAUTepwy aridvtwv Tov mpoékuvpar and tny AA
BeAtiotomoinon.

AA
etvar
n péon aywyiudtnta tov mpooeyyotikol AA

elvar n) mepapaniky aywyrpdTnTa

ExAua 4: Yynuata kar dwwypdupata mov apopoty tny AA PBeAniotomoinon.

ID | Cation Anion P [kg/m?] | 57/ Cfﬁflﬁ 0/ oﬂﬂ G/ 0%11\)3 ?U"’gzﬂwf:m
1 | CATY | [0)COC#C | 9.42-10° | 264 017 283 | +140%
2 | CATY | CC(=S)N-IC | 9.67-10% | 0.38 0.05 232 | —65%
3 | cATF | SOIN-JOS | 1.11-10° | 221 0.44 147 | +101%
4 | CATY | SOINJS#S | 115-10° | 112 0.23 1.19 8%
5 CAT}" CCSC[O-] 9.28 102 1.75 0.43 0.94 +59 %
Ref | CATY ANy - 1.10 0.19 0.83 +0 %

Table 1: Yvuykevtpwtikd anoteAéopata ya ta & kaAitepa wvikd vypd. Ilepiéyorvtar ay-
WYIHGTNTES and mpooeyyiotikd povtéda (rg), povtéda emadrifevong (v) kar mepapatid

dedopéva (exp).
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