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Abstract

Target of this diploma thesis is the use of Deep Neural Networks (DNNs) in gradient-
based Shape Optimization (ShpO), as low-cost surrogates of the primal and adjoint
computations, thus reducing the optimization overall cost.

The DNNs are trained on databases containing both the objective function val-
ues and their corresponding Sensitivity Derivatives. The networks architecture is
inspired by the notion of the Hermite polynomials, since besides the objective func-
tion, incorporate gradients in their training process. The computation of gradi-
ents is accomplished by differentiating the networks outputs with respect to their
inputs, using automatic differentiation in reverse mode. The accuracy of the com-
puted gradients is verified against reference values of the adjoint method. Improving
the networks generalization capabilities and reducing the cost of constructing their
database is also investigated.

Primary goal of this diploma thesis is the integration of the Hermite-DNNs in the
gradient-based ShpO, so as to provide an approximation to the objective function
values and derivatives. During the ShpO, the DNN-optimized solutions are re-
evaluated on the Computational Fluid Dynamics code. If necessary, this design is
incorporated in the database and the networks are re-trained. All implementations
are related to ShpO studies in single- and multi-phase flows. Two turbomachinery
applications are presented, the first concerns a turbine blade-airfoil (single-phase
turbulent flow), and the second a compressor blade-airfoil (single-phase turbulent
flow). The proposed gradient-based optimization algorithm is implemented also in
the design of an isolated airfoil (single-phase transitional flow) and a hemispherical-
cylinder body (two-phase cavitating flow).
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Y16y 0¢ TN mopolcag Simhwuatixig pyaoiog etvar 1 yerorn Badéwv Nevpwvixdov At-
xtOwv (BNA) oe autioxpotiny| fedtiotonoinone Lop@hc COUATLY 0T UNYAVIXGY TWY
PEUC TRV, WS YAUNAOU-XOGTOUG UTOXATACTATA YLl TNV ETAUOY TOU TEWTEVOVTOS Xl
ouluyolg TEOBAAUNTOC, UE GTOYO TN UElwOT ToU GUVOAXOV XOGTOUC TNG BEATIOTOTO-
{nong.

To BNA exnoudedovton oe BAoelc BEBOPEVODY TIOU TERPLEYOLY TOCO TIC TWES TNG VTl
AEWEVIXTS OUVEETNONG 600 XoL TV avTioToly ey TapayhyYwy evacdnolag. H apytte-
xTovX) TV OTOwY elvon eumvevopévn and ta toAvwvuua Hermite to omola extog
Ao TNV AVTIXEWEVIXY| CLVEETNOY), CUUTERLAUUBAVOLY ol TIC TaPAYYOoUS evatcUnaiog
otnv dadixactio exnaidevone touc. H povtelonoinon tov mapayodywy evaicdnolog e-
TUTUYYAVETOL UE TOV UTOAOYIGUO TWV TOROYMY®Y TV EE60WY TV SIXTUMY WS TEOC TIC
€L06DOUG TOUG, YENOHLOTOLOVTUS avTioTeon autduatr dupdeior. H axplBeia twv utto-
AOYLLOUEVWV TURAY DY KV EVNNGUNCIUS ETIXVRMVETOL EVOVTL THIOY oVaQopds TN oulu-
youg uedodou. Erniong n épeuva eotidlel otny Behtinon twv SUVATOTATWY YEVIXEUONC
v BNA xou o1n yelwon tou x66Toug xotaoxeuhic g Bdone dedopévwy Touc.
Hpwtopywde otdyog eivon 1 evowudtwon twv Hermite-BNA otnv oawtioxpatiny BeA-
TIOTOTOMNON HORPHC, ETOL MOTE VA TUREYOUY HLoL TROCEYYLON YO TIC TWES TNG VT
HEWEVIXTIS CLUVERTNONG Yol TV TPy YWY euctoinctiog tng. Katd tnv didpxeta tng
BehtioTonolnong Yopghc, ot BeATioTomounuéves Aboelg and ta BNA enavadiohoyo-
OvTow am6 Tov x@otxa Yrohoyiothc Peuotoduvouhc. Edv yeetdleton, 1 yewuetpla
ouunepthopfdveton otn Pdon dedopévev xon Tor dixtua emavextoudedovto. ‘Oheg ot
UAOTIOLACELG apopolY PEAETEG PehTioTOTOINONG HOPYPTC OF LOVOPUOIXES oL TOAUPO-
owég poéc. Ilapouoidlovtar epapuoyéc oTeoBihounyavmy, 1 TeMTN Apopd dEpOToUN
ntepuyiou otpoBilou (TupBWone Yovopuoxt| por) xat 1 SelTEEY dEPOTOUT| TTERUYIOL
OUUTLES T (Tupﬁd)&qg HOVOPAGLXY) por’]). O mpotevdpevog ahyopLioc alTloxeaTixig
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Chapter 1

Artificial Intelligence

1.1 Machine Learning

Artificial Intelligence (AI) is an evolving field focused on developing agents that
emulate human intelligence. In recent years, it has experienced rapid growth, en-
abling Al-based systems to perform complex tasks such as perception, learning,
problem-solving, and decision-making without human intervention. These systems
are applied across a wide range of domains, including healthcare, engineering, and
finance. Recent advances have led to the integration of Al in technologies such as
robotics, autonomous vehicles, web search engines, virtual assistants, and beyond.
ML is a subset of AL that focuses on developing systems capable of performing tasks
autonomously. ML algorithms are trained to identify patterns within data and use
them to make predictions, classify information, and generalize based on previously
learned knowledge. Deep Learning (DL), a specialized subfield of ML, accomplishes
these goals through the use of multi-layered Artificial Neural Networks (ANNs) ([1]).
The hierarchal relationship is presented in Figure [1.1

Figure 1.1: Subfields of AI Figure from (https://www. researchgate. net/
figure/Artificial-intelligence-and-its-subsets_ figl_370470867).

ML approaches, as illustrated in Figure [1.2] are traditionally divided into three
broad categories.
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1. Supervised Learning: Supervised learning algorithms construct a mathemat-
ical model of the labeled training data. Each training pattern consists of input
features paired with a corresponding output. Through iterative optimization,
these algorithms establish relationships between inputs and the associated out-
puts, in order to minimize the output prediction error. Supervised learning is
applied to two types of problems: classification, where inputs are assigned to
binary or multi-class categories, and regression that predicts continuous outputs.
Common supervised learning algorithms include regression, random forests, Sup-
port Vector Machines (SVM), k-Nearest Neighbors (kNN), and Artificial Neural
Networks each with different properties and training configurations, as detailed

in ([2]).

2. Unsupervised Learning: Unsupervised learning algorithms work with unla-
beled data. They identify patterns without explicit guidance, and react on new
inputs based on the absence or presence of these patterns. Some applications
of unsupervised learning include density estimation of observed data, clustering,
where data are categorized based on their similarities, and dimensionality reduc-
tion, which transforms the high-dimensional data in low-dimensional, retaining
only a subset of the original information ([2]).

3. Reinforcement Learning: Reinforcement learning algorithms learn through
a trial-and-error process. They interact with the environment, develop through
feedback from that and adapt their actions to maximize a reward signal. They are
used in application regarding autonomous vehicles, robotics, and game playing.

Unsupervised Supervised
Learning Learning

Figure 1.2: An overview of different types of ML algorithms. Figure from (https:
// Twdata. be/visualization/ types—-of-machine-learning-algorithms-2/)).
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1.2 Artificial Neural Networks

The concept of Artificial Neural Networks (ANNs) ([3]) is inspired by the struc-
ture and function of biological neurons in the human brain. A biological neuron
comprises three primary components: dendrites, a soma (cell body), and an axon.
The dendrites interact with the neighboring neurons, and receive signals from them.
The importance of each connection is determined by its synaptic strength, which is
learnable and can be adapted. The signals are summed to the soma, and an output
is produced. If the output is above a certain threshold the neuron can fire and send
an output signal, that travels though its axon and interacts with the dendrites of
other neurons. The analogy between biological and artificial neuron is shown in
Figure [1.3]
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(b) Artificial neuron

Figure 1.3: A biological neuron (top) and a neuron of a DNN inspired from that (bot-
tom). Figure from (https://www. researchgate. net/publication/363833676_
Advance_ Artificial_Neural_ Networks)

An artificial neuron has similar structure; it transforms an input vector into a scalar
output. It receives an N-dimensional input vector x € RY = [z1, 2o, .25, and
multiplies it with a weight matrix w=[w;, ws, ..wy], often referred to as kernel. This
kernel determines the influence of each input feature on the neuron’s output. A
bias term (b) —a learnable scalar— is typically added, that shifts the activation to
the desired direction. The sum passes through a non-linear activation function (f).
The activation function decides when the neuron should be activated, and enables
the representation of complex, non-linear relationships. Without this non-linearity,
the network would be limited to linear mappings, regardless of its depth. The
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computations performed by a single neuron can be expressed as:

o= Zmlwz (1.1)
a= f(oc+0b) (1.2)

Figure shows the architecture of a feed forward neural network (FFNN). It
consists of a series of layers that sequentially process inputs to produce outputs.
Each one has a specific purpose:

e Input Layer The input layer receives the input patterns; it does not perform
any computations, instead it passes them to the proceeding layer. Its dimension-
ality is determined from the number of features in the input data, with each node
corresponding to one feature.

e Hidden Layers After the input layer, a series of hidden layers follow, that perform
most of the computations. Each hidden layer receives inputs from the preceding
layer, processes them, and passes its outputs to the next. Each layer is capable of
learning different features. Layers can be either fully connected, also referred to as
dense layers, or partially connected. In Fully Connected Neural Networks (FCNNs),
each neuron is connected to all neurons in the preceding and succeeding layers.
In contrast, Partially Connected Neural Networks (PCNNs [4]) introduce sparsity,
by skipping some connections. Each connection maintains a learnable weight, that
determines its importance. The number of hidden layers is a user-defined design
parameter, typically determined by the complexity of the task. Increasing the depth
of the model enhances its ability to learn complex tasks.

e Output Layer The output layer aggregates the previous layer’s outputs, to form
the final predictions. Its dimensionality matches the number of the targets.

Figure 1.4: Architecture of a dense network with 4 input units, 3 hidden layers, and
3 output neurons.



1.3 Machine Learning in Computational Fluid Dy-
namics and Optimization

Computational Fluid Dynamics (CFD) is a branch of fluid dynamics that employs
numerical methods to analyze and solve problems involving fluid flow. Despite their
effectiveness, CFD methods come with significant computational cost, influenced
by factors such as the chosen algorithms and mesh resolution. The integration
of ML techniques in CFD applications has been adopted, due to their ability to
learn complex representations and provide cost-efficient surrogates of the traditional
solvers. ML applications in CFD can be divided in two main categories: Data-Driven
surrogates, and ML-assisted numerical simulations.

Data-Driven surrogates are employed to replace the CFD solutions. For instance,
([5]) uses DNNs to predict the pressure field around a wing, and to substitute the
CFD-solver in the Evolutionary Algorithm (EA)-based Shape Optimization (ShpO)
of the wing. ([6]) employs Radial Basis Function networks for uncertainty quantifi-
cation and EA-based ShpO of an isolated airfoil and a wing. The proposed method
quantifies the uncertainties regarding the constants of the v — Reg, transition model
and the roughness of the solid surfaces, and achieved a reduction in the optimization
time by orders of magnitude. In ([7]) DNNs trained on high fidelity data obtained
with DNS, predict the Reynolds stresses on a turbulent flow in a channel and a
stationary passage. ([8]) uses Physics-Informed Neural Networks (PINNs) to solve
inverse problems in 3D wake and supersonic flows. PINNs, which are constrained
to satisfy the Navier-Stokes equations, approximate the velocity and pressure fields
and calculate all required derivatives via automatic differentiation (AD).

ML models can be coupled with the CFD-solver, in order to accelerate the simula-
tions. For example, ([5]) uses DNNs in a conjugate heat transfer problem, dealing
with a solid domain in contact with a flow within a duct. In this case, the DNNs
replace the solver of the heat conduction equation on the solid domain. In ([9])
DNNs substitute the numerical solution of the turbulence and transition models,
by predicting the turbulence viscosity fields. This DNN-assisted RANS solver is
applied to the shape optimization of a turbine blade and a car model, resulting in
a significant reduction in optimization turnaround time. ([10]) uses DNNs, trained
on high-fidelity data generated from simulations on fine grids, to approximate the
convection term in the Navier—Stokes equations on coarser meshes. This approach
achieves up to a tenfold computational speedup while maintaining solution quality
comparable to that of the original high-resolution simulations. An overwiew of the
recent advantages of machine learning applications in CFD are presented in ([11],
I12)).

Gradient-based optimization algorithms require the computation of objective func-
tion’s derivatives, which can be obtained through Finite Differences, Direct Differ-
entiation, Complex Variable Method, or the Adjoint method. The computational
cost of obtaining the Sensitivity Derivatives (SDs) varies significantly with the cho-
sen approach and can, in some cases, become prohibitively high. When an adjoint



solver is available, the cost of computing SDs becomes independent of the number of
design variables and is approximately equal to that of solving the primal problem.
In this diploma thesis, attempts for cost reduction are made, by using DNNs as
data-driven surrogates of the primal and adjoint solvers. The DNNs, often referred
to as Hermite-DNNs, are trained on databases containing the target values and their
derivatives. Inputs are the coordinates of the nodes parameterizing the geometry
shape, and outputs the target objective values. The SDs are modeled using the
derivatives of the networks outputs w.r.t. their inputs, computed via AD. Since the
networks are integrated in a gradient-based optimization process, it is essential that
their derivatives predictions are as accurate as possible. To achieve this, their config-
uration is optimized with an EA-based process, seeking to minimize their prediction
error.

This DNN-Driven gradient-based optimization was originally introduced in ([13]). In
the diploma thesis, its extension to multiphase flow problems is explored. Addition-
ally, attempts are made to enhance the generalization performance of the networks,
and various strategies for constructing the training database are examined, with a
focus on the computational cost of the database generation.

1. Chapter 2: An overview of the training process of the DNNs is provided,
highlighting the various hyperparameters that can be tuned during training
and the differentiation of the models. Finally, the architecture of the Hermite-
DNN is presented in detail.

2. Chapter 3: The proposed DNN-driven gradient-based optimization algorithm
is presented.

3. Chapter 4: The proposed methodology is demonstrated to the ShpO of a
turbine blade-airfoil (C3X). The flow is single-phase and turbulent. Different
database construction approaches are compared, focusing primarily on their
computational demands. Various DNN configurations are evaluated based on
their generalization performance. The quality of the DNN-optimized solutions
is compared to the solutions obtained with the adjoint-driven ShpO.

4. Chapter 5: The proposed DNN-driven algorithm is applied to the ShpO of
an isolated airfoil (RG15). The flow around the airfoil is single-phase and
transitional. Attempts are made to enhance the networks generalization per-
formance and reduce their database construction cost. The obtained solutions
are compared to those of the adjoint-driven optimization, regarding their qual-
ity and the computational time required to obtain them.

5. Chapter 6: The proposed algorithm is applied to the gradient-based ShpO of
a compressor blade-airfoil under single-phase turbulent flow. Its performance
is compared to the adjoint-based optimization in terms of computational cost.

6. Chapter 7: The generalization of this method to multi-phase flows is inves-
tigated. The implementation concerns the ShpO of a hemispherical-cylinder
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body. The solutions obtained from the DNN-driven phase are compared to
the adjoint-driven ShpO in terms of solution quality.



Chapter 2

Deep Neural Networks

2.1 Training Process

The DNN’s training process is formulated as a gradient-based optimization prob-
lem. In each iteration, the input data propagate through the network’s layers to
generate predictions. The discrepancy between these predictions and the target
values is quantified using a loss function. The gradients of the loss function w.r.t.
each parameter are computed with AD and are subsequently employed to update
the model’s weights. A complete pass of the entire dataset through the network
constitutes one epoch. The hyperparameters that will be tuned during training are
discussed below. The section presents the architecture of the DNNs employed
in this diploma thesis.

2.1.1 Weight Initialization

At the beginning of training, the network’s weights are initialized with small ran-
dom values ([14]), often sampled from a uniform distribution within each layer. As
with any other gradient-based optimization algorithm, DNNs are sensitive to the
initialization choice. Different initializations lead the optimization algorithm along
different trajectories, potentially resulting in models with varying performance.

2.1.2 Loss functions

Loss functions offer a way to asses the model’s predictions, by quantifying their
discrepancy from the target values. Numerous loss functions have been proposed; the
most common ones for regression tasks are Mean Squared Error and Mean Absolute
Error, each offering different advantages. The choice between them depends on the
nature of the problem and the characteristics of the database, as explained below.



e Mean Squared Error (MSE)

MSE ([15]) measures the average of the squared differences between N pre-
dicted values S = [y, ¥, . . . yn] and the targets S = [y1,ya, ... yn].

Luse(S Z (2.1)

The MSE is differentiable at all points, which ensures a smooth and stable
training process. By computing squared differences between predicted and
target values, MSE amplifies larger errors. This characteristic makes it suitable
when the presence of outliers needs to be penalized. In contrast, in scenarios
where outliers should have minimal influence, or when the dataset contains
noisy samples, the use of MSE might skew predictions and subsequently affect
the model’s performance.

e Mean Absolute Error (MAE)

MAE ([15]) computes the average of the absolute differences between N pre-
dicted values S = [y, Y2, . . . yn] and the targets S = [y1, 2, ... yn].

Lyap(S,S) = Z lyi — Uil (2.2)

The MAE treats all errors equally. It is less sensitive to outliers and prevents
them from influencing the training process disproportionately. Consequently,
MAE would be more preferable when the dataset contains noisy samples ([16]).
It is not differentiable at zero, however such small errors are rarely encountered
during training.

2.1.3 Differentiation of DNNs and Backpropagation

After computing the prediction error, the next step involves computing its partial
derivatives w.r.t. each of the network’s parameters (weights and biases). The for-
ward pass through the network can be expressed as:

a =o' + ptw! (2.3)
hl — fl(al)

where f!, W! and b denote the activation function, weight matrix, and bias vector
of the l-th layer, respectively, where 1 € [0, ...,L]. For 1=0, the tensor h° contains
the input features of the network. At the final layer 1=L, the output tensor h”
corresponds to the network’s predictions (7).



The gradients of the error w.r.t. each parameter are calculated using reverse-mode
automatic differentiation (RAD) ([17], [18]). To implement this, all intermediate
computations during the forward pass must be recorded. Then, the list of operations
in reversed, and the error is propagated backwards, starting from the output and
proceeding to the inputs. The back-propagation algorithm is presented below.

1. The gradient of the loss function w.r.t. the predictions for each training pattern

is computed:

2. The gradient is propagated backwards, through the activation function, to
obtain the gradient w.r.t. the pre-activation values::

g Val=g-f(a)
3. The gradients w.r.t. the weight and biases of the l-th layer are computed as:
Vit =g
Viyd = hTg
4. Finally, the gradient is propagated to the previous layer’s activations:

Vo1 = gW'T

Steps 2-4 are repeated for all the hidden layers. Similarly to the backpropagation
of the loss, the gradients of the networks outputs w.r.t. the input variables can be
computed. Figure presents the computations during the forward and backward
pass on a two-layer DNN| including the computation of the gradients w.r.t. the
inputs. The accuracy of these gradients, depends on the network’s topology (number
of neurons and layers), the resulting weights, hence the training configuration, and
the activation function’s outputs and derivatives.
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Figure 2.1: Computational graph of a two-layer DNN. Forward and backward
propagations are presented. Figure from (https: //medium. com/data-science/
neural-networks-iv-the-graph-approach-cb25590a7f24 ).
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2.1.4 Activation Functions

This Section provides an overview of the activation functions considered in this work.
The linear activation function returns the input x scaled by a constant c. Since it
does not introduce any non-linearity, its use can limit the network’s ability to learn
complex representations.

linear(z) = cx (2.5)

The sigmoid activation function ([19]) is defined as:

1
sigmoid(z) = e (2.6)

It exhibits a smooth, S-shape curve and maps every input between [0,1]. The hy-

perbolic tangent (tanh) activation function ([19]) is given by:
et — g%

tanh(z) = — 2.7

(0) =S (27)

Like the sigmoid, it squashes the inputs, but into the range [-1,1]. They both

face a limitation: the gradients for small or large inputs become small, leading

to the vanishing gradients phenomenon. Vanishing gradients occur, especially in

first layers of deep architectures, when the gradients w.r.t. some parameters are

extremely small, resulting in minor updates and slowing down the learning process.
The Rectified Linear Unit (ReLU) ([19]) is computed by:

ReLU(z) = max(0, x) (2.8)

ReLU is similar to the linear activation function, except that it outputs zero for
negative inputs. It has been widely used in deep networks due to its simplicity and
improved performance. For positive inputs, the gradients are consistent, which helps
mitigate the vanishing gradient problem. However, for negative inputs, the neuron
consistently outputs zero and becomes inactive. When a significant fraction of the
neurons remain inactive, the network’s learning capacity diminishes. This is known
as the "dying ReLLU” phenomenon. The Gaussian Error Linear Unit (GELU) ([19])
is a non-linear activation function:

GELU(z) = 2®(x) = %m[l +erf(z/V?2)] (2.9)

GELU is a smooth activation function, that is able to model negative values and
gradients. The activation function outputs and their derivatives are illustrated in

Figure 2.2
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Figure 2.2: The activation function outputs (left) and their derivatives (right).

2.1.5 Optimizers

Optimizers iteratively update the model’s weights and biases to minimize the train-
ing loss. First-order optimization algorithms, use the first gradients of the loss
function to their parameter update rules. Several optimization methods have been
developed for training deep neural networks; the algorithms utilized in this study
are analyzed below.

I) Adam Optimizer

Adam ([20]), short for Adaptive Momentum Estimation, is a first order optimization
algorithm, suitable for training large networks, in terms of data and/or parameters.
Adam combines the advantages of two popular optimization methods in deep learn-
ing: Momentum and RMSprop.

Momentum-based gradient descent computes an exponential moving average of the
previous and current gradients, denoted as m;, and uses this to update the pa-
rameters. Keeping track of past gradients accelerates convergence and helps the
algorithm avoid local minima. The update rule is:

my = Bimy—1 + (1 — B1)g: (2.10)

Wy = Wy_q — ANy (2.11)

g = % represents the gradient of the loss function w.r.t each parameter of the

network, [y is the momentum factor, « is the learning rate, and w;, w;_; are the
weights of the network at time steps t, t-1 respectively.

RMSprop is an adaptive learning rate optimization algorithm. It maintains an
exponentially moving average of the squared gradients, denoted as wu;, to adjust

12



the learning rate for each parameter individually during training. This adaptive
mechanism reduces oscillations and stabilizes the training process.

up = Bowg—1 + (1 — Ba)gs (2.12)
«
Wt = W1 — —lgt (213)
(Ut + 6) 2

g? is the squared gradient at timestep t, 8, the decay rate, and € a small constant
to avoid division by zero.

The weight update rule for Adam is derived by combining Eq. & 13 Ad-
ditionally, since m; and wu,; are initialized as zeros, they are biased towards zero at
the beginning of training, herein Adam employs the biased-corrected estimates as
follows:

amt
Wi = W1 — 1 (214)
U2 + €

A my
= 2.15
T 219

A Ut
Uy = (2.16)

-5

IT) AdamW Optimizer

AdamW ([21I]) is an extension of the Adam algorithm, that incorporates weight
decay in the parameter update rule. Large weights make the network more sen-
sitive towards changes to its inputs and increase the risk of overfitting. Weight
decay encourages for smaller, more robust weights, which can enhance the model’s
generalization performance. Instead of adding a penalty term to the loss function,
AdamW decouples the weight decay, so that it doesn’t interfere with the adaptive
learning rate dynamics. The update rule is:

Wt = We—1 — 1 — )\wt_l (217)

where )\ is the weight decay rate, with default value to 0.004.

IT) Adamax Optimizer

Adamax ([20]) is an extension of Adam, that adapts the learning rate using the
infinity norm, instead of the average of the squared gradients used in Adam. This
approach is effective when dealing with sparse gradient matrices, and parameters

13



with large variations.
my

Wt = Wg—1 — am (218)
my = Bimy_1 + (1 — B1)ge (2.19)
u = maz(Bau—1, |ge]) (2.20)

2.1.6 Learning Rate

The learning rate of the optimizer is a fundamental hyperparameter in deep learning,
as it controls the step size at gradient descent. A high learning rate can cause
overshoot of the minimum or even divergence, while a small one may result in slow
convergence. The ideal one typically involves a balance between stability and speed,
and depends on the specific training configuration and the architecture of the DNN.
A common strategy involves starting with a relatively large learning rate, since the
weights in this phase are far from the optimal, and gradually decrease it. This allows
for rapid initial progress and finer updates as the model approaches a minimum.

2.1.7 Batch size

Batch size refers to the number of samples processed in a single forward and back-
ward pass of the network. It influences both the convergence speed and the model’s
overall performance. Larger batch sizes reduce the training time per epoch. Usually
when dealing with large databases the number of samples that can be processed in
each iteration is constrained by the available memory resources. Although larger
batch sizes provide more accurate gradient approximations, it has been observed
that such training configurations might result in a degradation of the model’s gen-
eralization performance ([22]). In contrast, small-batch training of DNNs yields
solutions with better generalization capabilities. This improvement is attributed to
the noise introduced by smaller batches in the gradient estimates, which acts as
a form of implicit regularization and helps avoid overfitting. ([23]) highlights that
mini-batch training -ranging from 2 to 32- achieves better test accuracy. The opti-
mal batch size depends on factors such as the dataset’s size and the complexity of
the network.
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2.1.8 (Generalization capabilities

In the training of DNNs, the objective extends beyond minimizing the training
loss; it also involves identifying minimizers that have accurate predictions on unseen
inputs. Figure[2.3|illustrates various scenarios that can be encountered during train-
ing. Underfitting occurs when the model is too simple to capture the underlying
patterns in the data, leading to poor performance on both the training and valida-
tion sets. In contrast, overfitting refers to a case in which the model memorizes the
training data in detail, but fails to generalize on new inputs.

Underfit Optimal Overfit
- l-' .'...-- £ I.-'----'-‘\. L I.I'.--: 'p--'
'?: " o ; -i. a % !p:"'- "
gl vy gl = gl »
& Ol & ol
Predicior vanabie Prédicion vanialile Phisdhcios varialla

Figure 2.3: [llustration of underfitting (left), optimal fit (center), and overfitting
(right) scenarios in model training. Figure from (https: //evolucionapps. com/
understanding-overfitting-and-underfitting-in-machine-learning/)

Overfitting occurs when the model is overparameterized relative to the complexity of
the patterns it is expected to learn. In such cases, its capacity enables it to memorize
noise or less meaningful details. When feasible, increasing the number of training
patterns can help address this issue. In this work, cost constraints necessitate the use
of small databases. Therefore, the primary focus is on identifying DNN architectures
and training configurations that exhibit better generalization performance. Several
regularization techniques, that can be imposed during training, have been proposed
to prevent overfitting. These include:

1. Early stopping: ([24]) To assess generalization during training, the dataset
is split into training and validation subsets, following the commonly adopted
80-20 % rule. In the early stages of training, training and validation losses
typically decrease together. As training progresses, the validation loss may be-
gin to increase, indicating the onset of overfitting. Early stopping, terminates
the training process at this point, in order to preserve the parameters at their
optimal values for generalization.

2. Weight decay: Weight decay is a widely used regularization technique that
penalizes large weights. It suppresses irrelevant components and reduces the
tendency to memorize noise from the training features ([25]). Weight decay
can be expressed in various forms, including adding a penalty term to the
loss function (L1, L2 regularization) or incorporating decay directly into the
parameter update rule ([26], [21]).
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2.1.9 Pruning

DNNs are frequently over-parameterized, with only a subset of their weights sig-
nificantly influencing predictions. Pruning techniques aim to remove redundant
parameters —such as individual weights, neurons in dense layers, or filters in con-
volutional layers— that have minimal impact on the network’s overall performance.
The primary objective is to reduce the network’s size while maintaining its accu-
racy. Additionally since pruning suppresses noise during training, it can potentially
improve the generalization performance. Pruning strategies are typically catego-
rized as unstructured ([27]), where individual weights are removed, and structured
([28]), which involve removing entire architectural components such as neurons, or
filters. The DNN architecture prior and after pruning is presented in Figure [2.4]
While structured pruning yields greater benefits in terms of model compression and
inference speed, it leads to higher degradation in accuracy due to the removal of en-
tire computational blocks. The sparse matrices produced by unstructured pruning
can be stored using formats such as Compressed Sparse Row (CSR) or Compressed
Sparse Column (CSC), which retain only the non-zero values and their correspond-
ing indices. These representations require only 2a-+n+1 entries, where a denotes the
number of non-zero elements and n the number of rows (in CSR) or columns (in
CSC). A more detailed presentation of compression algorithms that can be applied
on pruned networks is provided in ([29]). This diploma thesis focuses on unstruc-
tured pruning of dense layers; each connection is evaluated independently, and those
that do not satisfy specific criteria are removed.

before pruning after pruning

pruning
synapses

-

pruning
neurons

Figure 2.4: DNN architecture before (left) and after (right) pruning. In
unstructured pruning, individual weights are set to zero, creating sparse
connections between the layers, while 1in structured pruning entire mneu-
rons are removed. Figure from (https://vitalitylearning. medium. com/
neural-network-node-pruning-a-keras—-implementation-on-mnist-e696f4276e2f )

Several pruning criteria have been proposed in the literature; commonly used meth-
ods prune based on magnitude, or loss change. Magnitude-based pruning considers
the weights, filters, etc, with larger values more important for the predictions, while
those with absolute values below a threshold contribute less and can be trimmed.
([27]) utilizes a magnitude-based iterative pruning algorithm, applied gradually un-
til the desired prune-ratio is achieved. ([28]) prunes filters based on the sum of the
absolute values of their kernel weights. The method presented in ([30]) estimates
the importance of each weight by computing a Taylor expansion for the change in
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the loss function resulting from the removal of the specific connection. A thorough
overview of pruning algorithms is presented in ([31]). This work adopts a magnitude-
based criterion, introduced iterative during training, as described in ([27]). Sparsity
is increased gradually, giving the model the appropriate time to adapt to the fewer
parameters. This can achieve better accuracy levels at higher prune-ratios, com-
pared to one-shot pruning methods applied prior or after training ([31]). Training
begins with a fully connected network. At specific optimizer steps, as specified by a
user-defined schedule, pruning is applied: the weights are sorted according to their
absolute values, and those below a threshold are pruned. Training proceeds with the
remaining parameters, allowing the network to adapt to its sparse structure. This
pruning cycle is repeated until the desired sparsity is achieved, or a user-defined
stooping criterion of pruning is satisfied. In the developed code, a binary mask is
assigned to each trainable layer of the network, with the same shape as the weight
matrix of that layer. The mask contains the value of 0 at the indices of the pruned
weights, and the value of 1 at those of active weights. During the forward pass,
pruned weights do not contribute to the network’s output. The binary masks are
applied to the backpropagated gradients, ensuring that pruned weights receive no
updates and remain inactive. These masks are updated only when pruning is ap-
plied and remain fixed throughout the remaining training process. The pruning
algorithm, along with the evolution of the number of remaining parameters in the
network, is illustrated in Figure

Fully Connected Network
{Def\se}

v

—= Training process -
1
No
Apply
pruning?
L Yes
Sort the weights Number of

¥ non-zero

Evaluate the importance

) arameters
of each connection P
&
Prune least important

connections Dense
1 madel Ll—
No Stopping Pruning Sparse
criterion network
) Yes
Sparse connection epochs
(a) Pruning algorithm (b) Remaining parameters

Figure 2.5: The pruning algorithm (left) and the network’s parameters at different
phases of training (right).
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2.2 Hermite-trained DNNs

2.2.1 Hermite interpolation

Hermite interpolation ([32]) is applied in cases where both the function values and
their first derivatives are known at N, interpolation points. It computes a polyno-
mial, that together with its first derivatives, satisfies the given function and deriva-
tive values at each node. This polynomial can be expressed as a linear combination
of orthogonal polynomials, called Hermite basis polynomials. Two types of Her-
mite basis polynomials are defined, H,;(z), where j=1,..,N;, that contributes only
to the value of the function for the j-th point, without being involved in satisfying
the derivative value and H;(z) that has the exact opposite role. As a result, H;(z;)
must return the value of 1 when evaluated at the i=j point, where i=1,....N; and zero

at any other point, while F;- (x;) must equal 1 at the j-th point and zero otherwise.
_ — ,
Hj(x;) =0 Hj(x;) =0

The Hermite basis polynomials are defined using the Lagrange basis polynomials
(L;):

(2.21)

Hj(x) = (1 = 2Lj(w;) (2 — 2;)) (L)) (2.22)
Hj(z) = (z — z;)(L;(2))" (2.23)

The Hermite interpolation equation is expressed in Eq. as a linear combination
of the basis polynomials:

g(r) = Z%Hj(&?) + Zy}ﬁj(@ (2.24)

2.2.2 Hermite DNN configuration
Eq. can be written in matrix form as:
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=1 (Ti= Hj—o(wi=1) ... Hj=n,(ziz1) | | Yj=1
9(Ti=2) Hjoy(zi=2)  Hj=2(7iz2) ... Hj=n,(Ti=2) | | Yj=2

9(zi=n,) Hjy(vi=n,) Hj—2(zi=n,) ... Hj—n,(zi=n,)| |Yj=n,
(2.25)

Hj—n, (7i=n,) y;'=1
Hi—n,(Ti=n,) | | Yj=2

Hj:Ns ('ri:Ns> y;:NS

The first term of Eq. consists of the product of an [Ny x N,| matrix, whose
entries are the values of the H; basis polynomials evaluated at each of the Ny in-
terpolation points, and a vector containing the N, function values. Similarly, the
second term is the product of an [N, x N,] matrix, formed by the values of the H;
polynomials at the same points, and a vector containing the Ny derivative values.
Based on the properties of the basis polynomials of Eq. the Hj, ﬁj matrices
equal the identity and zero matrix respectively. The Hermite interpolation method
was formulated for a function with one design variable. The generalization to higher
dimensions can be complicated. In this diploma thesis an alternative generalization
method is implemented, where instead of the explicit computations, the interpola-
tion function (g) is approximated using DNNs ([I3]). The network consists of two
branches, named Bfypne, Bgraq- Each branch models the corresponding term of Eq.
2.25] and determines the contribution of the function and derivative values to the
total interpolation function. The outputs from each branch are summed up to form
the DNN’s output with the prediction of g. The DNN’s branches architecture is
shown in Figure and discussed next.

The input data (X) correspond to the values of the design variables. Both branches
share the same input data, hence the architecture of the input layer is identical
in each one. Each branch contains a series of hidden layers, whose architecture is
user-defined and should not necessarily be the same. In all the cases, the hidden
layers consist of fully connected layers, however different types of layers can also
be incorporated. Following the hidden layers, an additional layer is introduced, to
be referred as basis layer, with number of neurons equal to the number of training
patterns, N,. When the entire database is processed the output of the basis layer
forms an [V x Ng] tensor, that serves as surrogate of the basis polynomials.

To compute the first term of 2.25, the H; matrix is multiplied with the vector of
target function values. To achieve this within the By,,. branch, a fully connected
layer is introduced, consisting of a single neuron. This layer is non-trainable, and
its weight matrix of size [N, x 1] is initialized with the normalized target function
values. As a result, the output of this branch ([Ng x 1]) will hopefully act as the
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first term of the Hermite interpolation function.

The Bgrag branch has similar structure as the By, branch, except for the output
layer, which consists of N, neurons—equal to the number of design variables and
thus to the dimensionality of the input layer. The output layer’s weights are non-
trainable and defined by the [Ny x N,| matrix with the target derivatives of the
normalized outputs with respect to the normalized inputs. Thus, the contribution
of each partial derivative will be taken into account, by adding N, terms to the
interpolation function, similar to the second term of Eq. [2.25

The output layer of the network contains a single neuron, as this diploma thesis
considers only one target. This neuron uses a linear activation function. The outputs
from the two branches are combined into a single tensor of shape [N; x (N, + 1)].
This combined tensor then passes through the output layer, where the contributions
of each term are added to produce the predictions of the Hermite interpolation
function.
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Figure 2.6: Hermite DNN architecture

Input (x) and output (y) data of the networks are normalized with the minimum and
maximum values encountered in the samples. The normalization process scales the
entire dataset to the same range and ensures that each feature contributes equally
during learning.
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Xk,mins Xkmaz Tepresent the minimum and maximum bounds of the k-th design
variable, where k=1,..,N;, X} is the dimensional value and x; the normalized one.
The derivatives of the normalized outputs w.r.t. the normalized inputs are rescaled

using Eq. 2.28

d Y —Ymin
dy i Ymax—Ymin ) o dY Xk,max - Xk,rnin
dxk o d( kaXk,min > N ka Ymax — Ymin

Xk,mafok,min

(2.28)

While in standard training of DNNs, the loss function to be minimized is the error
between the DNN’s predictions (y) and the normalized target values, in Hermite
training of DNNs the error between the predicted derivatives (D,y) and the target
ones (D,y) must be included in the loss function, hence N, terms will be added that
measure the error of each partial derivative. Herein, the network will be trained
to match the function’s values and after being differentiated, to predict the target
derivatives. The LosSpermite consists of the (Ny+1) terms of Eq. , where 1,
represents the loss function used in each one.

Ny

‘CHermite = wq KO(ya Q) + Z Wy, gk (Dmky7 kag) (229>
k=1

Since no restrictions are applied, the properties of the basis polynomials in Eq.
are not necessarily satisfied and the contribution of each branch will be determined
during training. Although y,7 range in [0,1], the normalized derivatives (D,y, D,7)
does not necessarily have the same bounds, since their values are determined from
the values of SDs and DNN’s input and output. Different scales of function and
derivative terms can be ineffective for the learning process of the network. Learning
can be balanced by adjusting the weights of each term on LosSpermite accordingly.
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Chapter 3

The Proposed DNN-driven
Optimization

3.1 The RANS equations

The Reynolds Averaged Navier Stokes (RANS) equations for single phase flows are

expressed:
a inv a vis
——  N——

inviscid viscous

The inviscid and viscous fluxes are given by:

PUK 0
. PU UL + PO1) . Tik
fak = | puguk +par | o = | ek (3.2)
pusty, + pdsy T3k
pughy W Tk + Qi

where p is fluid’s density and p the static pressure. The viscous stresses are computed
as:

o 8uk 8um 2 8161
Tok = (1 + fie) (8xm + &ck) —3 (8:131) Okm (3.3)

In this diploma thesis, a cavitating flow is also considered, for which the homoge-
neous two-phase approach is employed. Both phases (liquid and vapor) share the
same velocity and pressure fields, and are distinguished from their volume fractions.
A volume fraction is defined as the ratio of each phase’s volume in a computa-
tional cell, to the total volume of that cell. The mixture’s density (p), and dynamic
viscosity (u) are computed as a weighted-sum of each phase’s properties:

p = f(al> = Pray + Pty (3‘4>
H = g(al) = ey + flyCly (35)
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o1, i stand for the density and dynamic viscosity of the liquid phase, and p,, u, for
the corresponding ones of the vapor phase. Since the two phases share the same
pressure and velocity fields, the RANS are solved for the mixture:

n

RMF _ afn;ﬁv o a 7\;]15 - Sca\qMF _ O (3 6)
n n - .
Oxy, Oxy, N——

N e cavitation

inviscid viscous

The viscous, inviscid fluxes, and the source terms are given by:

Uk 0 (i - p_lv> (mcond - mevap)
v _ | PU1UE + poi vis _ | Tik geav,MF _ 0
nk pusuy + pooy | 1 T | " 0
pusgty, + pdsy, T3k 0
(3.7)

The liquid volume fraction is computed by the mass conservation of the liquid phase:

_ OJayuy

RVF — o ScaV,VF =0 3.8
o (33)
where )
SC&V7VF - (mcond - mevap) (39)
Pl
a+a, =1 (3.10)

The condensation and evaporation mass rates are computed using empirical formu-
las, specifically the cavitation model proposed by Kunz et al. in ([33]).

Cavitation model Mevap Meond
Kunz O pyay2leean—p0) | 7 L
max(puap—p,0)
elfv l0-5peure‘ftref cMHv ytr'ef

Table 3.1: Evaporation and Condensation mass rates.

C., C. are empirical coefficients, p,,, is the constant vapor pressure, u,ef, ty.f are
the reference velocity and the time scale. The viscous stresses are:

our,  Ouy,

Tk = (1 + fit) (M + a_xk) (3.11)
The CFD tool used in this diploma thesis, is the GPU-accelerated solver PUMA
developed by PCOpt/NTUA ([34]). PUMA solves compressible and incompressible
flows using the vertex-centered finite volume method on unstructured and hybrid
meshes. Additionally, PUMA enables surface parameterization via Volumetric Non-
Uniform Rational B-Splines (NURBS) ([35]). Several mesh-morphing techniques are
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available, that can be used as standard morphers or during an optimization process.
A variety of turbulence and transition models are implemented in PUMA. In this
diploma thesis, the Spalart-Allmaras turbulence model ([36]) is utilized, and when
needed, a version of the v — Rep transition model, namely the version proposed by
Piotrowski&Zingg (SA-sLM2015) ([37], [38]).

3.2 The Spalart-Allmaras Turbulence Model

The Spalart-Allamaras turbulence model ([36]) solves an additional partial differ-
ential equation (PDE), for the turbulence field variable 7. The PDE is presented
in Eq. The turbulent viscosity (p;) is computed using Eq. In case of
cavitating flow simulations, the equation is solved for the liquid-vapor mixture.

oy, o

o O(prug) p { 0 8D> ov Ov

R = e ((V-l-V)a—xk an_ma_m] — P+ D=0 (3.12)

fe = Up for (3.13)

where the production (P) and dissipation (D) terms are:

N
Py =pcn(l— fo) S, Dy=p (Cwlfw - % ft2> <£) (3.14)

More information about the constants of the Spalart-Allmaras turbulence model are
provided in ([36]).

3.3 The y—Rey Transition Model

The v-Reg ([37]) transition model solves two additional PDE, for the transition
intermittency (), and the transition momentum-thickness Reynolds number (Reyp):

d(pur) 0 e\ 07y
v _ Lo N I Y 5 1
r 8azk aazk H + O'f 8$Ck K + 7 0 <3 5)
. J(puy, Reg ) 0 ORey
Reet — t — t — P — D =
R Dy By [Uet (ut + ,U) Dy 0, sor =0

Piotrowski & Zingg proposed smoother approximations for the source terms, forming
the version SA-sLM2015 ([38]). The transition model is coupled with the Spalart-
Allmaras turbulence model, by affecting its source terms as:
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Py = vpcy S (3.16)
~\ 2
1%
Dl? = pcwlfw (K) (317)

More information for the source temrs and the constants of each model are provided
in ([37], [38]).

3.4 The Adjoint-Driven Optimization Process

In each optimization cycle in a gradient-based process, the primal, here the RANS
equations, is solved. Then, the computation of the derivatives of the objective
function w.r.t. the design variables, also referred to as SDs, are required. The
adjoint method is used to compute the SDs, either in its continuous form or with
consistent discretization schemes ([39], [40]).

The continuous adjoint approach constructs an augmented objective function, which
combines the objective sought to be minimized and the integrals, over the flow
domain, of the products of the primal residuals and the adjoint variables. Once the
primal has converged, and their residuals are close to zero, the augmented equals the
objective. The augmented function is then differentiated w.r.t. the design variables.
From the differentiation integrals are formed that include derivatives of the flow
variables w.r.t. the design variables. To avoid the computation of that terms, the
multipliers of these derivatives are set to zero. This forms the field adjoint equations,
that are discretized and solved, at a computational cost approximately equivalent
to that of solving the primal equations.

3.5 DNNs as surrogates of the CFD-solver

Two DNN-driven optimization strategies are compared in this diploma thesis. The
first one is presented in Figure and discussed next.

1. Parameterization: To construct the database used for training of the DNNs,
a set of potential geometries must be generated. This is achieved by sampling
the design variable space, to create various combinations of the control points
positions. Each combination corresponds to a different geometry. Sampling
is implemented with Latin Hypercube Sampling (LHS) ([41]). LHS generates
N samples in [0, 1)¢, where d is the number of design variables. For each one
it places a point in every [j/N,(j + 1)/N) interval at random position, for
j=0,..N-1. LHS ensures the samples are representative of the real variability,
even at small datasets.
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2. Mesh-adaptation and CFD-evaluation: A grid displacement method is
employed to adapt the mesh to the modified geometry. The geometry is then
evaluated using the CFD-solver, and the results are added the database. For
each sample, besides the primal evaluation, the SDs are also included in the
database. Given the computational cost of these evaluations, the number of
samples is kept as small as possible.

3. DNN training: DNNs are trained on the constructed database. Inputs to the
models are the design variables, and output the objective function prediction.

4. DNN-driven gradient descent: The optimization process is initiated from
the baseline geometry. During this phase, the expensive primal and adjoint
evaluations are replaced by the cost-efficient DNN surrogates.

5. CFD re-evaluation of the optimized solution: The solution obtained
from the DNN-driven optimization is evaluated on the CFD tool. If the opti-
mized solution satisfies the desired accuracy, the optimization process can be
terminated. Otherwise, the re-evaluated geometry is added to the database
and steps 2-3 are repeated. The new gradient descent begins from the previ-
ously optimized solution.

DNN Database

Sampling

Train the DNN « + CFD evaluation
Initiate the optimization

]

NN Predictions on the
objective function

:

DNN Differentiation False

'

converged
7

I True

¥
CFD evaluation of the
optimized solution

False

Stopping
criterion

l True

Optimized Geometry

Figure 3.1: Representation of the first DNN-driven optimization process.

The second one employs a hybrid adjoint and DNN-driven optimization approach, as
shown in Figure[3.2l During the early optimization cycles, the flow fields and SDs are
computed using the CFD-solver. Each intermediate geometry is stored, to construct
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the DNN database. After a few initial cycles, the adjoint-driven optimization is
stopped. The optimization process resumes, starting from the last candidate solution
obtained by the adjoint-driven phase. In this second phase, the optimization is
driven exclusively by DNNs. The DNN optimized geometry is re-evaluated on the
CFD tool, to verify its accuracy. Based on this evaluation, the designer may choose
to continue the optimization. If so, the new geometry is added to the database,
the networks are retrained, and the DNN-driven optimization is repeated using the
updated models.

]

Initiate optimization
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using tha CFD-solver using adjoint

False Stopping True

criterion
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Figure 3.2: Demonstration of the second DNN-driven optimization.

Each DNN configuration used in this diploma thesis, is optimized with the in-house
evolutionary software, EASY ([42]). EASY is a general purpose, high-fidelity soft-
ware develop by PCOpt/NTUA. It is based on generalized evolution algorithms and
can be used for single- and multi-objective optimizations. Additionally a coupling
possibility with low-cost on-lime metamodels is available, to reduce the EA-based
optimization turnaround time. The DNN optimization using EASY was introduced
in [40]. The enhancement of this setup is also investigated in this diploma thesis, as
demonstrated in Chapter []

3.6 The L-BFGS Algorithm

In optimization second-order methods utilize the Hessian matrix, which consists of
the second-order partial derivatives of the objective function. The Hessian contains
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information about the curvature of the objective, and enables fast convergence near
the optimum. However, constructing it is computationally expensive. Quasi-Newton
methods approximate the inverse Hessian matrix, preserving the fast convergence
advantages of second-order methods while avoiding the computational cost of com-
puting the Hessian directly. They have the following update rule:

" b — 4 HyV f(2) (3.18)

where Hy, is the approximation of the inverse Hessian matrix at time-step k. Specif-
ically, the BFGS algorithm uses the following formula for updating the H matrix:

Hk:—H = VkTHkV}C + kakSZ (319)

where

Sk = Tk4+1 — Tk

Yk = Vf(2rg1) — Vf(ap)
pe = 1/yi sk

Vie=1— pryxs}

The L-BFGS method ([43]) is used in the shape optimization studies of this work. It
is a variant of the BFGS algorithm, that rather than storing the full approximation
of the inverse Hessian matrix, retains only the most recent m values of s,y, since these
have a greater impact on the approximation. The Hj is constructed by updating
a symmetric, positive definite Hy matrix m-+1 times using the pairs [si,yi]f:k_m,
where mm=min(k,m-1):

Hk+1 = (va . Vlglm)Ho(Vk,m . ‘/k)
+ oo (Vi VkamH)SkfmSzfm(kamH Vi)

+ Pt (Vi Vilgga) Skt Sk (Viemaa - - Vi)

T
+ PkSkESE
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Chapter 4

Single-Phase Turbulent Flow
around a Turbine Blade-Airfoil

4.1 Introduction

In this Chapter, the aerodynamic ShpO of the C3X turbine blade-airfoil is per-
formed. Aim of the optimization is to minimize the massed-averaged p; losses of the
cascade (Ap;), while preserving the exit flow angle (@) close to its original value.
The employed Hermite-DNNs are trained to predict the objective values and, after
they are differentiated, their SDs. Once trained, these networks are utilized to drive
the gradient-based ShpO of the blade-airfoil, by substituting both the primal and
adjoint computations. In the first part of this Chapter, the entire ShpO process is
implemented using networks trained on a database generated by the near-random
LHS. Various DNN configurations are compared, regarding their generalization ca-
pabilities, and the memory requirements for storing them. In the second part an
alternative approach is implemented. The ShpO during the initial cycles is driven
by adjoint; after a specific number of cycles the CFD evaluations are substituted by
the DNNs predictions.

4.2 Flow conditions and parameterization

The C3X is a cooled turbine blade, introduced in [44], and has been widely studied
in heat transfer and optimization cases. The flow inlet and outlet conditions are
illustrated in Table [£.1 An unstructured computational mesh of approximately
95K nodes is generated. The mesh is shown in Figure |4.1}
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Flow Conditions

Inlet total temperature (K) | 808
Inlet total pressure (bar) 2.44
Inlet flow angle (°) 0

Outlet static pressure (bar) | 1.43
Working fluid Air

Table 4.1: The turbine blade-airfoil case: Flow Conditions.

Figure 4.1: The turbine blade-airfoil case: Computational mesh of the whole domain

(top) and the region near the solid boundaries (bottom).
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The airfoil is parameterized using a 6 x 3 NURBS lattice, shown in Figure 4.2
that controls the airfoil’s shape. The lattice is equidistant in each direction. The
black points remain fixed during the optimization and the red ones are free to
move in the cord-wise and pitch-wise direction with a maximum displacement of
0.15d around their initial values, where d represents the distance of adjacent control
points in each direction. This results to 32 design variables (5 € R3?). During the
optimization process, a grid displacement method is used to adapted the mesh to the
design variables displacements. In all cases, the Inverse Distance Weighting (IDW)
method is used ([45]). The displacement of each mesh node is the average of the
displacement of each CP weighted by the inverse of its distance from the specific
node. Nodes near the parameterized geometry are displaced more, while farfield
points are not influenced significantly.

Figure 4.2: The turbine blade-airfoil case: Blade-airfoil parameterization.

4.3 DNN Configuration and Training

Two separate DNNs are build for Ap; and ae.i, in order to ensure high accuracy
on the SDs predictions. The database to be used for training of the networks is
created by modifying the geometry of the baseline airfoil. The design variable space
is sampled to create 29 different combinations of the Control Points (CPs) position.
Sampling is implemented with LHS and for each sample the primal and adjoint
problem is solved, thus Ap;, a..;; and their SDs are computed. These quantities,
along with those of the baseline geometry, compose the DNN database (DBpys)-
Development, training and differentiation of DNNs is carried out in the Tensorflow
framework using Python ([46]). Input to each branch of the DNNs is the [Nx32]
tensor containing the coordinates of the D Bpgg samples, where N is the number of
samples the DNN processes at the training or validation step. The outputs of each
branch are concatenated to form the output [Nx1] tensor, containing the predictions
on the target values. The DNNs are then differentiated to produce an [Nx32] tensor
with the predicted derivatives. To asses generalization during training, the database
is split in training and validation patterns, using the commonly adopted 80%-20%
rule. As a result, the networks are trained on 24 samples, with a fixed set of 6
samples used for validation.
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In order improve the accuracy of the DNNs predictions their optimal configuration
should be identified. Herein, the DNN architecture and hyper-parameters are opti-
mized with the in-house evolutionary algorithm software, EASY. For each network,
two optimizations of their configuration are carried out, and these will be illustrated
below.

4.3.1 First DNN configuration optimization

The optimized hyperparameters in this case include the number of hidden layers,
the number of neurons per layer and the selection of activation functions. This
setup was originally introduced in ([40]). The number of hidden layers in each
branch range from 3 to 10. The number of neurons are expressed as a power of
two and can be selected between 2° and 2'2. All hidden layers share the same
activation function, while different activation functions may be assigned to the final
layers of each branch. The remaining DNN’s hyperparameters are fixed, to user-
defined choices. More specifically, the optimizer is Adam with its default learning
rate of 0.001. The batch size equals the number of training samples, and the loss
function used during training is MSE. The objective, to be minimized by EASY,
is the Lyermite Mmeasured on the entire database (30 samples), after the DNN (to
be referred as DNN,4) has been trained for the first 200 epochs. Training of each
candidate network does not reach convergence, as this would significantly increase
the cost of the EA-based process. Instead, the number of epochs is calibrated,
to ensure that the resulting predictions are both reliable and representative of the
network’s performance. The optimized architectures are listed in Tables &3

DNN Ap,
Activation Function
Layers Neurons - -
Hidden Layers | Final Layer
Bfune 8 128-2048-512-1024-64-256-24-1 Gelu Tanh
Byrad 6 2048-4096-1024-64-24-32 Gelu Sigmoid

Table 4.2: The turbine blade-airfoil case: Optimized architecture of Apy DN N4.

DNN aczit
Activation Function
Layers Neurons
Hidden Layers | Final Layer
Brune 7 32-4096-64-1024-2048-24-1 Tanh Tanh
Byrad ) 256-1024-64-24-32 Tanh Sigmoid

Table 4.3: The turbine blade-airfoil case: Optimized architecture of aerit DINN 4.
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Once the optimal architectures are defined, the DNNs are trained until convergence
is reached. The loss curves for the Ap; and ae; models are presented in Figure |4.3]
with the function and derivative components of the loss shown separately. The SDs
loss corresponds to the sum of the individual loss terms associated with each design
variable. Accurately predicting the derivatives, in addition to the target outputs, is
a more complex task; thus, a higher loss is generally expected for the SDs terms.

10! _ 10! S—
training loss validation loss
Apt training loss Apt validation loss
10° \ SDs training loss SDs validation loss
‘\ 10°
101 -
o 1072 Wog1
= =
10-3
102
104
105 10-3
0 100 200 300 400 500 600 700 800 0 100 200 300 400 500 600 700 800
epochs epochs
10! _ 10! S—
training loss validation loss
@eyit training loss eyt validation loss
10° SDs training loss SDs validation loss
10°
101
o 1072 Wog1
= =
10-3
102
104
105 10-3
0 100 200 300 400 500 600 700 800 0 100 200 300 400 500 600 700 800

epochs epochs

Figure 4.3: The turbine blade-airfoil case: Training loss convergence (left) and val-
idation loss (right) of Apy DNN 4 (top) and acrit DN N4 (bottom). Total loss is the
weighted sum of the function loss and gradient loss.

4.3.2 Second DNN configuration optimization

The design variable space of the DNN configuration optimization is expanded to
explore a broader range of candidate DNN configurations. Besides the network’s
architecture, this optimization regards also its training configuration. Primary goal
is to identify configurations than generalize better than DN N 4. In addition to the
previously optimized hyperparameters, the optimization of the DNN configuration
includes the selection of the loss function, the batch size, the training pattern shuf-
fling in batch-processing scenarios, and the choice of optimizer along with its initial
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learning rate. The loss function selection is between MSE and MAE. The batch
size varies from 8 to 24 patterns. The optimizer’s choice is among Adam, AdamW,
Adamax and Adadelta, with an initial learning rate ranging from 1072 to 10=%. The
bounds of the rest design variables of the DNN configuration optimization remain
the same as DNN,4. The objective, to be minimized, is the Lyermite measured on
the entire database (30 samples) after the DNNs (to be referred as DN Ng) are
trained for 240 epochs. Since MAE and MSE yield outputs on different scales, at
the evaluation step of the models the MSE is used. The optimized configurations
are summarized in Tables 4.4 & [4.5]

DNN Apy,
L N Activation Function
ayers eurons Hidden Layers | Final Layer
64-2048-512-4096-1024-
Brune 12 32-32-1024-4096-32-24-1 Gelu Gelu
Byrad 7 4096-4096-64-1024-32-24-32 Gelu Tanh
Optimizer Loss function Batch Size Shuffle
(epochs)
Adam
MA 1 1
(Ir=0.0007) B 0 g

Table 4.4: The turbine blade-airfoil case: Optimized architecture of Ap; DN Np.

DNN acgit
Lavers Neurons Activation Function
4 Hidden Layers | Final Layer
256-1024-1024-64-1024-32-
Bfune i 2048-4096-4096-24-1 Gelu Gelu
Byrad 6 512-1024-32-128-24-32 Gelu Gelu
Optimizer Loss function Batch Size Shuffle
(epochs)
AdamW
(Ir=0.002) MAE 16 20

Table 4.5: The turbine blade-airfoil case: Optimized architecture of aerit DINNp.

Figure presents the training and validation loss curves of Ap; and aeyy DN Np.
The comparison of their performance with the corresponding networks of the previ-
ous Section is based on the quality of their predictions on the whole database. Re-
garding the Ap; DNNs, it can be observed in Figure that DN N4 achieves higher
accuracy on validation Ap, predictions. However, in Figure DN Np demonstrates
an improvement in SDs of the validation blade; the value of the higher-magnitude
derivatives are closer to the reference, and the sign in specific design variables is
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corrected. The predictions on ae.;; SDs are depicted in Figure [1.7. DN Np yields a
closer match to the validation SDs, which is desirable since the constraint that will

be imposed on a.,; during the ShpO is strict.
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Figure 4.4: The turbine blade-airfoil case: Top) The training loss convergence (left)

epochs

and validation loss (right) of Ap; DN Np. Bottom) The training (left) and validation
(right) loss curves of acyit DNNp. The convergence of the function and derivative

terms is presented separately.
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Figure 4.5: The turbine blade-airfoil case: The Ap; (right) and acgit (left) values of
the whole database computed with CFD and the DNNs predictions.
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Figure 4.6: The turbine blade-airfoil case: The Ap; SDs of the baseline geometry
(left) and a wvalidation one (right), against reference values computed with adjoint.
Baseline geometry is included in the training database.
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Figure 4.7: The turbine blade-airfoil case: The baseline geometry (left) and a vali-
dation geometry (right) acyir SDs computed with adjoint and the DNNs predictions.

Expanding the design variable space of the DNN configuration optimization enabled
the discovery of better solutions. Well-chosen values for the additional parameters
of this Section helped the DN Npg achieve the same training performance as DN N 4,
however with improved generalization. Ensuring more reliable predictions beyond
the training database is important, since the DNNs will ultimately be used to guide
the ShpO of the airfoil. Shuffling the training patterns proved beneficial for both
models. By randomly rearranging the training data, the model is exposed to varying
subsets in each batch, which helps prevent biases related to the data order. This
encourages the learning of more general patterns and reduces the risk of overfitting.
Additionally, a smaller batch size compared to that used in the initial configuration
of DN Ny, was found to be optimal, confirming the efficiency of mini-batch training
of DNNs. The optimal choice of loss function and optimizer’s learning rate depends
on the specific problem and should be tuned accordingly for each case.
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4.3.3 Pruning

This Section explores an additional approach: DNN pruning. Pruning is a widely
adopted technique aiming to reduce the complexity of the network by removing
its redundant parameters. In this work, pruning is applied throughout the entire
network, excluding the final two layers of each branch and the output layer of the
network. Only the weight matrices are pruned, leaving the biases untouched, since
they are fewer than the weights and their impact on the network’s size is smaller.
Two different magnitude-based pruning criteria are compared, and their results are
demonstrated below. Each one is applied in an iterative manner with a frequency
of 100 epochs, starting from around the 300th, until the limit of the 600th epoch is
reached. Afterwards a fine-tuning phase follows, until convergence is reached.

The first approach maintains a gradually increasing sparsity, shown in Figure [4.§]
During the initial epochs, sparsity increases rapidly, followed by a slower rate as
the DNN parameters are progressively reduced. The frequency of applying pruning
depends on the training configuration; however, it should not be applied frequently,
as this may negatively impact accuracy. The global threshold is computed based
on the target sparsity of each epoch. The optimized configurations are presented in
Tables [4.6] & 4.7

The second approach adapts a layer-wise threshold, in contrast to the earlier method
that relied on a single global one. Within each layer, the significance of weights is
evaluated by computing the mean value (1) and standard deviation (o) of their
magnitudes. Weights with absolute values below either p-o or p-20 are considered
less significant and can be trimmed. For this approach the optimized configurations
of DN Np are employed.

80 pruned 20%
70 L pruned 40%
pruned 60%
60 L pruned 70%

£ 50

Z 40

a

2 30|
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20| —_—
10

0 6160 200 300 400 500 600 700 800
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Figure 4.8: The turbine blade-airfoil case: Different pruning schedules applied to

the DNNs. The sparsity at different epochs during training is presented. Sparsity is

defined as the ratio of the zero-valued weights to the total number of weights (dense

matrixz) in the layers targeted for pruning.
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DNN Ap,

Activation Function
Layers Neurons
Hidden Layers | Final Layer
1024-32-2048-1024-256-
Brune H 256-256-64-32-24-1 Gelu Tanh
Byrad 7 4096-2048-64-512-256-24-32 Gelu Tanh
Optimizer Loss function Batch Size Shuffle
AdamW
(Ir=0.0014) MAE 16 No
Table 4.6: The turbine blade-airfoil case: Optimized architecture of Apy pruned
DN Ng¢.
DNN aeyit
Activation Function
Layers Neurons - -
Hidden Layers | Final Layer
Bunc 8 1024-32-256-128-512-256-24-1 Gelu Gelu
Byrad 5 512-512-64-24-32 Gelu Sigmoid
Optimizer Loss function Batch Size Shuffle
(epochs)
AdamW
(Ir=0.0027) MAE 16 10
Table 4.7: The turbine blade-airfoil case: Optimized architecture of ezt pruned
DN N¢.

Figures & present the training and validation loss curves of Ap; and ey
DN N¢, pruned using each of the predefined criteria. At low sparsity levels, the
curves are similar to those of DN Ng. An increase in loss appears at the 70% target
sparsity, due to the significant reduction in network’s parameters. Notably, the
networks can still recover during the fine-tuning epochs. No further improvement
is observed on validation predictions, possibly due to the small size of the DBy ygs.
For the ShpO only the networks with the lowest validation loss are used. These
correspond to the models pruned with the second approach, according to the mean
value and deviation of each layer’s weights. The benefits of pruning on the network’s
size can be observed by applying a standard compression algorithm: Ap, DN N¢
(84MB) is by 19% lighter than the original dense Ap; DN Ng, while a..; DN Ng
(74MB) by 24%. The benefits of this approach would be more evident in memory-
constrained environments, where the same prediction quality would be acquired
with a much lighter network. Figure presents the sparsity per layer for the two
DN Ng; their predictions on the Ap;, a..i; and their SDs are depicted in Figures

L12 & EI3
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pruning schedules.
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Figure 4.13: The turbine blade-airfoil case: The baseline geometry SDs computed
with adjoint and the DN N¢ predictions.

4.4 ShpO of the turbine blade-airfoil

Each Hermite-DNN is used to drive a distinct optimization processes of the turbine
blade-airfoil. Each optimization relies exclusively on the DNNs predictions on the
values of the objective function and its SDs. An adjoint-driven optimization is also
performed, using PUMA. For a fair comparison, all optimizations are conducted
using the L-BFGS algorithm. The convergence of the adjoint-driven process and
the solutions obtained from the DNN-driven ones are shown in Figure The
objective is:

F =10"%Ap; + 107" (a + 1.275)? (4.1)

where aiarget = Abaseline = —1.2757ad.

Each optimization cycle requires 3 Time Units (TU), 1 TU for the primal evalu-
ation, and 2 TUs for the adjoint solution. The DBjgs contains 30 blades, as a
result the cost of constructing it amounts to 90 TUs. The optimized solution of
each DNN-driven optimization is re-evaluated on the CFD solver. The re-evaluated
values along with their SDs are added to the DBpgs and the networks are re-
trained. The optimization is repeated from the latest solution using the re-trained
networks. Two re-trainings are necessary to achieve an optimized solution similar
to the adjoint-driven optimization. Since the cost associated with DNN training
is negligible compared to a CFD evaluation, the total cost of the DNN-driven op-
timization process is 97 TUs. The adjoint-driven optimization requires 37 TUs to
converge to its optimized solution.
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Figure 4.14: The turbine blade-airfoil case: Convergence of the adjoint-driven op-
timization, the DBrgs and the DNN-driven optimized solutions, after they are re-
evaluated on the CFD tool. For each DNN solution, the cost of constructing the
database has been taken into consideration.

As shown in Figure [4.14] only the DN Ng-driven optimization achieves a similar
solution with the adjoint-driven one. Although the cost of constructing the DNN
database is higher than that of the adjoint-driven optimization, once the DNN is
trained, it can be re-used to drive an optimization process. For instance, when the
objective changes or an optimization with relaxed constraint needs to be performed
the cost of a DNN-driven optimization is minimal relative to re-starting the entire
optimization process.

4.5 Reducing DNN database construction cost

The DNN-driven optimization of the previous Section had a high computational
cost, due to the higher cost of constructing the DBy gg. In order to mitigate this,
the number of training patterns should be reduced. Herein a different approach is
explored. A new database is formed, to be referred to as DB, gjoint, using the initial
five solutions of the adjoint-driven optimization. The Ap;, a..i; values of these blades
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and their corresponding SDs constitute the D Bggjoins. As previously, Hermite-DNNs
are employed for this study, and their configuration is optimized using the first setup
introduced in the previous Section. Due to the restricted number of samples, the
entire database is utilized during the training process. The optimized DNN (to be
referred as DN Np) architectures are presented in Tables & [4.9] Training loss
convergence is shown in Figure [4.15] and each network’s predictions in Figures

&EBIT

DNN Ap;
Activation Function
Layers Neurons
Hidden Layers | Final Layer
Bfune 8 2048-64-512-64-512-128-5-1 Relu Gelu
512-128-4096-128-32-64-256-
Byraa | 12 1024-32-32-5-32 Relu Gelu

Table 4.8: The turbine blade-airfoil case: Optimized architecture of Apy DN Np.

DNN acgt
Layers Neurons Activation Function
Hidden Layers | Final Layer
Bfune 5 4096-128-64-5-1 Gelu Relu
Byrad 7 256-32-2048-1024-64-5-32 Gelu Gelu

Table 4.9: The turbine blade-airfoil case: Optimized architecture of aerit DINNp.

101 — 10!

training loss
Ap; training loss
SDs training loss

training loss
8 gxit training loss
SDs training loss

10° 10°

10'1 10—1
o 1072 o 102
= =
103 103
104 104
105 105
0 200 400 600 800 1000 1200 1400 0 200 400 600 800 1000 1200 1400
epochs epochs

Figure 4.15: The turbine blade-airfoil case: Training loss of Apy (left) and eyt
(right) DN Np. Both models have converged after they are trained for 1400 epochs.
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Figure 4.16: The turbine blade-airfoil case: Training patterns computed with CFD
and DN Np predictions.
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Figure 4.17: The turbine blade-airfoil case: Apy SDs (left) and aeqir SDs (right) of
the fifth point of the adjoint-driven optimization computed with adjoint and DN Np

predictions.

The adjoint-initiated ShpO from its fifth point onward is driven exclusively by the
DN Np, as shown in Figure 4.18, The re-evaluation cycles described before, are ap-
plied during the DNN-driven phase. Three re-evaluations of intermediate optimized
solutions are required to reach a solution of the same quality with the adjoint-driven
optimization. The DNN-driven optimization turnaround time amounts to 25 TUs,
achieving a 32% cost reduction.

A comparison of the Figures & reveals that LHS yields a representative
sampling of the design variable space, resulting in a database that encompasses a
broader variety of blade geometries. However some designs are far from the optimal
ones, leading to unnecessary CFD evaluations. In contrast, the initial samples gen-
erated through adjoint-driven optimization are concentrated and provide more infor-
mation in the desired direction. This targeted approach ensures that the networks
learn patterns useful for guiding the optimization process, and restricts significantly

the database generation turnaround time.
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Figure 4.18: The turbine blade-airfoil case: Convergence of the adjoint-driven opti-
mization and DN Np solutions, after they are re-evaluated on the CFD code.

The optimized solutions are presented in Table & Figure [£.19] In Figure [4.20]
the airfoils of the DBrys and D Bggjoint are presented. The airfoils generated with
LHS cover a wider range of potential geometries, while the geometries obtained
through the adjoint-driven optimization are closer to the optimized airfoils. The
shape of the optimized geometries is compared in Figure with the baseline
airfoil. The Mach number fields are shown in Figure [£.22]

Comparison of the Optimized Solutions

Fovmime ()| A1 (P2) | acsit O) | pouetion (%) | A%t ©)
Baseline - 4.189 x 103 | -73.08 - -
Adjoint solution 77.83 3.260 x 103 | -73.09 22.18 -0.01
DNN, solution 78.94 3.305 x 103 | -73.10 21.11 -0.02
DN Npg solution 78.00 3.266 x 103 | -73.10 22.03 -0.02
DN N¢ solution 82.89 3.470 x 10% | -73.10 17.16 -0.02
DNNp solution 78.48 3.286 x 103 | -73.06 21.56 0.02

Table 4.10: The turbine blade-airfoil case

: Comparison of optimized solutions.
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Figure 4.19: The turbine blade-airfoil case: Solutions obtained from each DNN-
driven optimization, after they are re-evaluated on CFD, and adjoint optimal solution.
The Apy, aerit values are normalized with those of the baseline geometry, respectively.

Figure 4.20: The turbine blade-airfoil case: Left) Geometries generated with LHS
(black) are compared to the baseline (orange) and the optimized airfoils obtained with
adjoint (blue) and DN Npg (red). Right) The first solutions of the adjoint-driven op-
timization (black) along with the baseline geometry (orange), the adjoint optimized

solution (blue) and DN Np optimized solution (green).
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Figure 4.21: The turbine blade-airfoil case: Optimized geometries resulting from
adjoint (blue), DNNp (red), and DN Np (green), are compared to the baseline airfoil
(black).

-

Figure 4.22: The turbine blade-airfoil case: The Mach number fields for the baseline
geometry (top left) and the optimized geometries resulting from adjoint (top right),
DNNpg (bottom left) and DN Np (bottom right).
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Chapter 5

Single-phase Transitional Flow
around an Isolated Airfoil

5.1 Introduction

In this Chapter, the aerodynamic ShpO of an isolated airfoil is carried out. Ob-
jective of the optimization is the minimization of the drag coefficient (c¢4) while
maintaining the lift coefficient (¢;) close to the value of the baseline airfoil. The
airfoil’s polar diagram is first validated against the experimental one. Subsequently,
Hermite-trained DNNs are employed to guide the ShpO process. Each DNN-driven
optimization relies solely on the predictions generated by the models. Two strategies
for constructing the DNN database are examined: the first involves a near-random
sampling of the design variable space, and the second utilizes initial solutions ob-
tained from an adjoint-driven optimization. Several DNN configurations are assessed
regarding their accuracy, generalization capabilities, and overall performance in the
optimization task.

5.2 Flow conditions and parameterization

The RG15 airfoil is a low Reynolds number airfoil originally developed for sailplane
applications. Subsequently a family of airfoils derived from the RG15 with varying
relative thicknesses was introduced for use in small horizontal axis wind turbines
[47). A C-type mesh, shown in Figure is used with approximately 70K nodes.
Farfield boundaries are located approximately 100 chords away from the airfoil.

The airfoil’s polar diagram is validated against experimental data in Figure [5.2]
The available measurements span a range of Reynolds numbers from Re=61.400
to Re=304.200 ([48]). Simulations are conducted at Re=304.200 and free-stream
Mach number of 0.01. In the figure, results obtained using only a turbulence
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Figure 5.1: The isolated airfoil case: Computational mesh of the entire domain (left)
and close up view (right).

model are shown with blue markers, while red markers represent simulations that
incorporate both turbulence and transition models. Turbulence is modeled using
the Spalart—Allmaras model , and transition with the v-Rey model (the SA-
sLM2015 variant, . It can be observed that the use of only turbulence model
leads to an overestimation of the c4. It is essential to incorporate a transition model
to accurately capture the correct boundary layer behavior.
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For the subsequent analysis, the free-stream velocity is slightly increased, since the
variant of PUMA this diploma thesis is based upon solves compressible flows. From
now on, transition model will be also included in the modeling. The flow conditions
are listed in Table (.11

Flow Conditions

M, 0.1
Re 1.5-10°
oo 2°

Table 5.1: The isolated airfoil case: Flow conditions.

The airfoil is parameterized with a 10 x 9 NURBS lattice, shown in Figure[5.3] The
black control points remain fixed during the optimization, while the red ones are
allowed to move within +0.4d of their initial positions, in order to avoid overlapping.
Here d equals the vertical distance between adjacent control points. The CPs are
displaced only in the direction normal to the chord, resulting in a total of 28 design

variables (b € R%).

Figure 5.3: The isolated airfoil case: Airfoil parameterization.

5.3 DNN Configuration and Training

Two approaches are compared for constructing the database: the first approach uses
samples generated via LHS, and the second uses the initial candidate solutions from
the adjoint-driven optimization of the airfoil.
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5.3.1 Database constructed with LHS

To construct the DNN database, 19 distinct combinations of the design variables
are generated using LHS, which correspond to 19 different airfoils. Each airfoil is
evaluated using the CFD solver, herein the ¢4, ¢; values and their SDs are computed.
These quantities, along with the baseline geometry added after sampling, form the
DNN database (DBprys). Separate models are employed for each coefficient. Input
to each network is the [Nx28] tensor containing the y-coordinates of the control
points, where N equals the batch size. Output is the [Nx1] tensor with the predic-
tions on the coefficients. During training, the models are differentiated to compute
the derivatives of their outputs w.r.t. their inputs, that correspond to the SDs for
each quantity of interest. A fixed validation set, containing 20% of the DBy g sam-
ples is selected, to evaluate model performance. As in the previous case, two DNN
configuration optimizations are conducted, and their outcomes are compared below.

First DNN configuration optimization

The optimized hyperparameters are based on the initial setup introduced in Chapter
M Objective is the minimization of Lyermite, after each network has been trained
for the first 200 epochs. The MSE is used for each term of the Lyermite, and the
optimizer is Adam with its default learning rate of 0.001. Tables[5.2]& [5.3|summarize
the optimized architectures. The training and validation loss convergence is depicted

in Figure [5.4]

DNN ¢4

Activation Function

Layers Neurons
Hidden Layers | Final Layer

128-1024-64-4096-4096-32
Bfune| 11 -2048-64-64-16-1 Gelu Gelu

Byrad 9 128-2048-32-32-32-1024-64-16-28 Gelu Sigmoid
Table 5.2: The isolated airfoil case: Optimized architecture of cq DN N 4.

DNN ¢
Activation Function
Layers Neurons
Hidden Layers | Final Layer
Brune 5 2048-4096-128-16-1 Gelu Tanh
4096-128-64-256-128-4096-32-1024
Byrad 11 956-16.98 Tanh Tanh

Table 5.3: The isolated airfoil case: Optimized architecture of ¢ DNNy.
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Figure 5.4: The isolated airfoil case: Left) Training loss convergence of cq (top)
and ¢; (bottom) DNN 4. Right) Validation loss of cq (left) and ¢; (right) DN Ny,
monitored during training. The total loss is the sum of the function loss and gradient
loss.

Second DNN configuration Optimization

The design variable space of the DNN configuration optimization is expanded to
enhance the search for better DNN configurations. For the specific optimization, the
second setup introduced in Chapter [4]is used. Objective remains the minimization of
Liermite; €valuated over the entire database (20 samples) after the first 240 training
epochs. The optimized architectures are presented in Tables [5.4] & The training
loss convergence of the ¢4, ¢ DNNp is illustrated in Figure 5.5l As DNN,4 and
DN Npg for both coefficients are trained using different loss functions, their loss values
are not directly comparable. Therefore their predictions on the target outputs are
compared in Figure An improvement is observed on validation ¢; predictions
and a slight degradation on validation predictions of ¢; DNNg. However both
DN Np demonstrate improved accuracy in predicting the SDs in Figures &
5.8. The validation loss comprises multiple terms, including the function prediction
error and loss terms associated with each partial derivative. The superior validation
performance of ¢; DN Np is attributed to its enhanced accuracy in approximating
these derivatives.
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DNN ¢4

Activation Function
Layers Neurons
Hidden Layers | Final Layer
Bfune 9 64-2048-64-1024-4096-256-64 -16-1 Tanh Gelu
Byrad 8 1024-2048-2048-256-256-64-16-28 Tanh Tanh
Optimizer Loss function Batch Size Shuffle
Adam
(Ir=0.0003) MAE 12 No

Table 5.4: The isolated airfoil case: Optimized architecture of cq¢ DN Np.

DNN ¢
Activation Function
Layers Neurons - -
Hidden Layers | Final Layer
Bjune 1 128—4096—64—64—?;1—?048—128—32—512 Gelu Tanh
Byrad 5 512-1024-64-16-28 Tanh Tanh
Optimizer Loss function Batch Size Shuffle
Adamax
MAE 12 N
(Ir=0.005) ©
Table 5.5: The isolated airfoil case: Optimized architecture of ¢ DN Np.
10t training loss 10t validation loss
cg training loss cq validation loss
SDs training loss SDs validation loss
10°
100 ot smisbaspighnec
M*M
< 101 <
= =
10t Al
102 i
10-3 102
0 100 200 300 400 500 600 0 100 200 300 400 500 600
epochs epochs
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Figure 5.5: The isolated airfoil case: The training (left) and validation (right) loss

curves of c¢ DNNp (top) and ¢; DN Np (bottom,).
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Figure 5.6: The isolated airfoil case: The target values of training and validation
patterns computed with CFD and DNNs predictions. The cg, ¢; values are normalized
with the values of the baseline airfoil.
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Figure 5.7: The isolated airfoil case: The cq SDs for the baseline airfoil (left), which
is included in the training database, and a validation airfoil (right).
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In this Section, the impact of pruning is investigated, regarding the network’s accu-
racy and size. The implementation employs the optimized architectures of DN Np,
introduced in the previous subsection. Pruning begins at the 300th epoch and re-
curs every 100 epochs until the 600th epoch is reached. A magnitude-based pruning
criterion is employed, the second one introduced in Chapter @] The training and
validation loss curves for each model are shown in Figures[5.9 & [5.10] alongside those
of the initial dense network (DN Npg). The curves corresponding to the pruned net-
works exhibit similar shape to those of the dense models and ultimately reach the
same level of accuracy. This suggests that a significant fraction of the weights have
minimal impact on the network’s performance and, therefore, can be safely removed.
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Figure 5.9: The isolated airfoil case: The training (top) and validation (bottom)
loss curves of cq pruned DN N¢ are compared to those of the dense DNNpg. The
comparison of each term that make up the total loss is also presented separately (left).
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Figure 5.10: The isolated airfoil case: Training (top) and validation (bottom) loss
curves of c¢ DN N¢ and DN Np, along with the convergence of each term (left).

Figure shows the sparsity ratio for each layer of the network, defined as the
fraction of the number of pruned weights on that layer to the total number of weights
in its dense form. The pruned c¢; DN N is by 15% smaller in size (38MB) compared
to the dense DN Np, and the pruned ¢; DN N¢ achieves a 24% reduction (5MB).

The DN N¢ predictions are presented in Figures & 15.13]
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Figure 5.11: The isolated airfoil case: Sparsity for each branch of cq DN N¢ (top)
and ¢, DN N¢ (bottom).
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Figure 5.12: The isolated airfoil case: Comparison of the DN Ng and DN N¢ pre-
dictions on the cq (left) and c; (right) of the airfoils, against the CFD computed values.
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Figure 5.13: The turbine blade-airfoil case: The cq (left) and ¢; (right) SDs computed
with CFD and DNNs predictions.

5.3.2 Database constructed with adjoint-driven optimiza-
tion solutions

This approach constructs the DNN database using the initial solutions of the adjoint-
driven ShpO. More specifically, the ¢q4, ¢; values and their corresponding SDs, for the
six initial airfoils, form the database (DB,gjoint). As previously, the Hermite-DNNs
are employed in this study. Since the ¢; DN Np will be employed in the ShpO to
minimize the airfoil’s ¢g, the minimum ¢4 value for normalization of its inputs is 5%
smaller, than the smallest value encountered in the training patterns. Moreover,
since the smallest SDs differ significantly in magnitude from the others, the input
bounds for the specific design variables are expanded by increasing the maximum
by 5% of its value and decreasing the minimum by 5%. This increases the scale of
the corresponding SDs and facilitates a smoother learning. The optimized DNN (to
be referred as DN Np) architectures are presented in Tables & p.7 In Figure
the convergence of the training process for each model is shown, and their

predictions are depicted in Figures &

DNN ¢y
Layers Neurons Activation Function
Hidden Layers | Final Layer
Bfune 5 2048-4096-32-6-1 Gelu Gelu
Biune 7 4096-64-4096-256-128-6-28 Gelu Sigmoid
Optimizer Loss function Batch Size
AdamW
(Ir=0.0014 ) MSE 6

Table 5.6: The isolated airfoil case: Optimized architecture of cq DN Np.
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DNN ¢
Layers Neurons Activation Function
Hidden Layers | Final Layer
Brune 5 128-32-2048-6-1 Gelu Gelu
Byrad 7 128-32-512-32-512-6-32 Gelu Tanh
Optimizer Loss function Batch Size
AdamW
(Ir=0.005) MSE 6

Table 5.7: The isolated airfoil case: Optimized architecture of ¢¢ DN Np.
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Figure 5.14: The isolated airfoil case: Training loss of cq¢ DNNp (left) and ¢
DNNp (right). Total loss is the weight sum of the coefficients loss and the SDs loss.
Since the number of training patterns is small the entire database is used for training,
and mo separate validation set is provided. After 800 epochs the training loss has

converged.
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Figure 5.15: The isolated airfoil case: The cq (left) and c; (right) of the airfoils in
the D Bagjoint, computed with CFD and DNNs predictions. The coefficient values are
normalized with those of the baseline geometry.
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Figure 5.16: The isolated airfoil case: The cq SDs (left) and ¢; SDs (right) of
the sizth point of the adjoint-driven optimization computed with adjoint and DN Np
predictions.

5.4 Airfoil ShpO

Each of the DNNs of the previous Section are utilized to drive a separate optimiza-
tion process of the airfoil. The networks trained on the DBy dataset initiate
the optimization from the baseline airfoil, while the DN Np, trained on the ini-
tial adjoint-driven optimization solutions, begins from the best solution it has seen,
which is the sixth sample. Each DNN-driven optimization relies only on the corre-
sponding DNN’s predictions. Aim of the optimization is to minimize the airfoil’s ¢q4
and keep the ¢; close to the value of the baseline airfoil. The objective is:

F =0.1cg + 0.1(¢; — 0.488)? (5.1)
where Cltarget — Cl,baseline =4.88 x 10_1

Each optimization cycle requires 1 TU for the primal solution and 2 TUs for the
adjoint one. The adjoint-driven optimization, whose convergence is shown in Figure
converges in 43 TUs. The optimized solution of the DNN-driven process is re-
evaluated on the CFD tool, to verify its quality. If further improvement is desired,
the objective and its SDs of the optimized airfoil can be added to the database. The
networks are retrained and the optimization process initiates from the latest solution,
using the re-trained models. Two re-trainings for the DNNs trained on DBpgg
are necessary to acquire solutions of the desired quality. Herein, the optimization
turnaround time amounts to 67 TUs. Among them, the DN Ng-driven optimization
yields a better solution compared to the adjoint-driven one. In contrast, the DN Np-
driven optimization has a total cost of 22 TUs, making it by 49% faster than the
adjoint-driven process and it results in an even better solution. The solutions are
presented in Figure [5.18 and Table [5.8|
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Figure 5.17: The isolated airfoil case: Convergence of the adjoint-driven optimiza-
tion and the solutions obtained with each DNN after they are re-evaluated on the CFD
code. The cost of constructing the corresponding DNN database has been included.

Comparison of the Optimized Solutions

FbasFeline (%) cd “ Reducif?on (%) A (%)
Baseline airfoil - 6.22 x 1073 [ 4.88 x 10! - -
Adjoint solution 74.78 4.64 x 1073 [ 4.86 x 107! 25.40 -0.20
DN N4 solution 75.61 4.69 x 1073 [ 4.86 x 107! 24.60 -0.20
DN Npg solution 74.26 4.61 x 1073 [ 4.86 x 107! 25.88 -0.20
DN N¢ solution 74.88 4.64 x 1073 [ 4.85 x 107! 25.40 -0.30
DN Np solution 74.19 4.59 x 1073 [ 4.84 x 107! 26.21 -0.40

Table 5.8: The isolated airfoil case: Comparison of the optimized solutions.
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Figure 5.18: The isolated airfoil case: A comparison is presented between the samples
of the DBrys, DBgjoint, and the optimized solutions obtained from the adjoint-driven
and DNN-driven optimization processes. All DNN-optimized solutions are re-evaluated
on CFD.

In Figure , the airfoils of the DBrygs and DB,gjein: are presented. The airfoils
generated with LHS cover a wider range of potential geometries, while the airfoils of
the DBgjoint are closer to the optimized. The shape of the optimized geometries is
compared in Figure|5.20| with the baseline airfoil. The shape of the optimized airfoils
seem identical. The Mach number and turbulent viscocity fields are presented in
Figures & [5.22] respectively. In Figure [5.23] the pressure and skin friction
coefficient distributions of the optimized airfoils are compared to the baseline. The
optimized geometries exhibit an extended laminar region along the suction side,
which contributes significantly to drag reduction. To preserve lift, a curvature near
the leading edge is formed, that as shown in the ¢, plots enhances the pressure
difference between the suction and pressure sides.

e e i G e,

Figure 5.19: The isolated airfoil case: Left) Geometries generated with LHS (black)
are compared to the optimized airfoils obtained with adjoint (red) and DN Np (blue).
Right) The first solutions of the adjoint-driven optimization (black) along with the
DN Np optimized solution (orange) and the baseline airfoil (green).
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Figure 5.20: The isolated airfoil case: Comparison of the optimized solution obtained
with adjoint (red), DN Npg (blue) and DN Np (orange) wih the baseline airfoil (black).
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Figure 5.21: The isolated airfoil case: The Mach number fields for the baseline airfoil
(top left), and the 3 airfoils optimized by adjoint (top right), DNNp (bottom left),
and DN Np (bottom right).
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Figure 5.22: The isolated airfoil case: The turbulent viscosity fields for the baseline
airfoil (top left), and the 3 airfoils optimized by adjoint (top right), DN Np (bottom
left), and DN Np (bottom right).
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Figure 5.23: The isolated airfoil case: Left) The pressure coefficient distribution
for the baseline airfoil and the optimized ones resulting from adjoint (top), DN Np
(middle), and DNNp (bottom). Right) The skin friction coefficient distribution for
the baseline airfoil and the adjoint-optimized (top), DN Np-optimized (middle), and

DN Np-optimized (bottom) airfoils.
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Chapter 6

Single-Phase Turbulent Flow
around a Compressor Blade-Airfoil

6.1 Introduction

In this Chapter, the aerodynamic ShpO of a 2D low-speed compressor cascade is per-
formed. Aim of the optimization is to minimize the mass-averaged p; losses (Ap;)
of the cascade, while maintaining the exit flow angle (a..;) close to its original
value. The proposed method employs a hybrid adjoint- and DNN-driven optimiza-
tion approach. The ShpO of the airfoil during the initial cycles is driven by adjoint.
The solutions obtained from this initial phase are used to train the Hermite-DNNs.
The DNN-driven optimization is then initiated from an intermediate solution of the
adjoint-based process, and from that point relies exclusively on the DNNs predic-
tions. This approach is compared to the standard adjoint-driven optimization in
terms of cost.

6.2 Flow conditions and parameterization

The flow around the airfoil is characterized as low-speed and turbulent. A hybrid
mesh, consisting of approximately 36K nodes, is used. The mesh, which combines
structured and unstructured regions, is shown in Figure [6.1] The flow conditions
are summarized in Table [6.1]

The shape of the airfoil and the mesh are controlled by a 9 x 8 NURBS lattice,
equidistant in each direction, shown in Figure [6.2] The red points may move in
the chord-wise and pitch-wise direction, within a bound 10% of their distance from
adjacent control points in each direction, to ensure smooth deformations in the
airfoil’s shape. The black points remain fixed during the optimization. This results
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in 40 design variables (b € R%).

Figure 6.1: The compressor blade-airfoil case: Computational mesh of the whole
domain (top) and the region around the solid boundaries (bottom,).

Flow Conditions

Inlet total temperature (K) | 288

Inlet total pressure (bar) 1.15

Inlet flow angle (°) 44

Table 6.1: The compressor blade-airfoil case: Flow conditions.

Figure 6.2: The compressor blade-airfoil case: Blade-airfoil parameterization.
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6.3 DNN Configuration and Training

The database used to train the networks (D B,gjeint) contains the first five solutions
of the adjoint-driven ShpO, shown in Figure [6.8] The objective function to be
minimized in the ShpO of the airfoil regards the Ap; of the cascade, and contains an
additional term that measures the deviation of the a..;; value from the target one.
Each term is analyzed in Section and will be provided by a different network.
Due to the limited number of samples, all of them are used for training. As a result,
input to each branch of the DNNs is the [5 x 40] tensor containing the coordinates of
the active CPs for each sample, and output the [5 x 1] tensor with the predictions on
the Ap; or a..;; values. After differentiation, a [5x40] tensor is computed, containing
the SDs predictions for each pattern.

First DNN configuration

The configuration of the DNNs (DN N4) utilized in this work is presented in Tables
& [6.3] Tt is determined by an EA-based optimization, aiming to reduce the
Lyermite coOmputed using the entire database. This process is based on the second
setup described in Chapter [4, The training loss of Ap; and a@eziy DN Ny, including
both the function and the derivative terms for each network, is illustrated in Figure
6.3l

DNN Ap;
Activation Function
Layers Neurons
Hidden Layers | Final Layer
Brune 7 4096-512-128-64-2048-5-1 Gelu Gelu
Byrad 9 512-256-64-128-32-256-64-5-40 Gelu Sigmoid
Optimizer Loss function Batch Size
Adam
(Ir=0.0027) MSE g

Table 6.2: The compressor blade-airfoil case: Optimized architecture of Aps DNN 4.

DNN aezit
Activation Function
Layers Neurons - -
Hidden Layers | Final Layer
Bfune 9 128-256-32-256-64-256-32-5-1 Tanh Gelu
Byrad 8 2048-2048-512-32-1024-32-5-40 Tanh Tanh
Optimizer Loss function Batch Size
Adam
(Ir=0.0007) MSE g

Table 6.3: The compressor blade-airfoil case: Optimized architecture of aepit DNN 4.
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Figure 6.3: The compressor blade-airfoil case: Training loss convergence of Ap;
(left) and aeyir (right) DNN 4. The convergence of each term that make up the total
loss is presented separately.

Pruning

In this Section, the impact of pruning on the training convergence of DN N, is
examined. From now on, the pruned networks will be denoted as DN Ng. The
pruning criterion employed, corresponds to the second case analyzed in Chapter [4]
The pruning cycles are repeated with a frequency of 100 epochs, 4 times for Ap;
DN Ng and 3 times for a.,;; DN Ng. The resulting training loss curves are compared
to those of the dense network (DN Ny) in Figure An increase in loss is observed
during the initial pruning epochs, due to the sudden reduction in model’s param-
eters, however, both models recover during subsequent training. The Ap, DN Np
requires 22% less memory for storage (7.5MB), while the a.,y DN Np achieves a
14% reduction, requiring 17MB. Their predictions on the Ap; and a..;; values are
presented in Figure [6.5] normalized by the corresponding values of the baseline air-
foil. The SDs predictions for the fifth point of the adjoint-driven optimization are
compared in Figure with the adjoint reference values. The sparsity of each layer

is presented in Figure [6.7]

0 0
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< <
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(a) Ap; DNNs training loss (b) Ap, DNNs training loss function
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Figure 6.4: The compressor blade-airfoil case: Training loss of Apy and aerit DN Ne,
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Figure 6.5: The compressor blade-airfoil case: The training patterns computed with

CFD and DNNs predictions.

baseline geometry. The training database consists of all the patterns.

The Ap; values are normalized with the Ap; of the
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6.4 ShpO of the compressor blade-airfoil

The Hermite-trained DNNs are employed to drive the optimization process of the
blade-airfoil, initiating from the fifth candidate solution of the adjoint-driven opti-
mization. The objective is:

F =10""Ap; + (a — 0.265) (6.1)

where aiarget = Abaseline = 0.265rad.

The adjoint-driven optimization, whose convergence is shown in Figure requires
34 TUs to converge, consisting in each cycle of 1 TU for evaluating each blade
and 2TUs for computing the Ap; and acz;; SDs. The DNN-driven optimizations
achieve a solution similar to the adjoint-driven one at a total cost of 16 TUs: 15
TUs to construct their database and 1TU for the CFD-evaluation of their optimized
solution, making it by 53% faster. The optimized solutions are depicted in the Ap;,
erit SPace in Figure [6.9]

Figure compares the objective values of the airfoils included in the DB,gjpint
with those of 20 airfoils generated using LHS. The latter are created by sampling
the design variable space to configure 20 distinct combinations of the CPs position,
each one forming a different airfoil. Despite the larger database size, the LHS-
generated database does not outperform the adjoint-driven approach. In fact, only
~20% of the sampled blades result in objective values better than the baseline. The
optimized solutions are summarized in Table[6.4. The shape of the optimized airfoils
is compared in Figure [6.11] with the baseline airfoil. The Mach number fields are
shown in Figure [6.12]

1.04
Adjoint optimization —e—
DNN,, solution - CFD Re-eval
1.02 DNNg solution - CFD Re-eval *®
 ——
1.00 4 DBaﬂjnint i
@ i
£ !
@ |
@ 0.98 i
H i
= !
“ 096 i
0.94 ;
0.92 - i - - -
0 2 4 6 g 10 12

Optimization cycles

Figure 6.8: The compressor blade-airfoil case: Convergence of the adjoint-driven
optimization and the DNN-driven optimized solutions, after they are re-evaluated on
the CFD tool.
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mizations after they are re-evaluated on the CED code, and adjoint optimal solution.
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Figure 6.10: The compressor blade-airfoil case: Initial solutions of the adjoint-driven
optimization and samples generated by LHS.

Comparison of the Optimized Solutions

Fhasorme (70) | AP (P2) Jaczir (°) Redu(if(;n (%) | Derit ()
Baseline blade - 1.721 x 10*| 15.186 - -
Adjoint solution 92.75 1.597 x 10*| 15.181 7.25 -0.005
DNN,4 solution 92.71 1.595 x 10* | 15.200 7.30 0.014
DN Npg solution 92.77 1.597 x 10*| 15.190 7.23 0.004

Table 6.4: The

compressor blade-airfoil case: Comparison of optimized solutions.
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Figure 6.11: The compressor blade-airfoil case: The baseline (black) is compared to
the optimized solutions obtained using adjoint (blue), DN N, (orange), and DN Npg

(red).
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Figure 6.12: The compressor blade-airfoil case: The Mach number fields for the
baseline geometry (top left) and the optimized geometries resulting from adjoint (top
right), DN N4 (bottom left) and DN Np (bottom right).
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Chapter 7

Two-phase Flow around a
Hemispherical-Cylinder Body

7.1 Introduction

In this Chapter, the hydrodynamic Shape Optimization of a hemispherical-cylinder
body is conducted. Aim of the optimization is the minimization of the cavitation,
while maintaining the drag below a certain threshold. This study is of high interest
for several navy applications and machines operating underwater, because cavitation
affects their performance and might lead to material erosion, performance deterio-
ration and noise.

A two-phase primal flow solver is utilized to capture the generation of vapor bubbles
and their influence on the flow around the body. Its adjoint variant is used to
compute the SDs, while accounting for the presence of vapor in the water flow. The
proposed method employs a hybrid adjoint and DNN-driven optimization approach.
The ShpO of the body during the initial optimization cycles is driven by adjoint.
The solutions obtained from this initial phase are used to train the Hermite-DNNs,
which, as in the previous cases, are trained to predict both the target objective values
and their SDs. The DNN-driven optimization is then initiated from an intermediate
solution of the adjoint-based process, and from that point relies exclusively on the
DNNs predictions.
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7.2 Cavitation

Cavitation is a phenomenon in fluid mechanics that occurs when the static pres-
sure of a liquid drops below its vapor pressure, leading to the formation of small
vapor-filled cavities within the fluid. ([33]). The cavitation patterns include the
three following types; transient isolated bubbles, formed in low-pressure regions and
transported by the main flow, attached cavities that develop along the low-pressure
surfaces of blades and foils, and vortex cavities, that are formulated within the low-
pressure cores of vortices in turbulent wakes. Attached cavities are a common type
of cavitation in pumps, that form mainly at the blade edge of the impeller inlet, and
hydraulic turbines. The presence of vapor is highly impactful for the flow, causing
flow acceleration around the bubble, recirculation regions and alternated forces act-
ing on the body. All these vapor structures are unstable, and when subjected to
high-pressure they collapse generating shock waves. These shock waves can produce
erosion on the solid surfaces, worsen system’s performance, noise and mechanical
vibrations.

7.3 Flow Conditions and Parameterization

The geometry consists of a hemispherical head attached to a cylindrical body. The
farfield velocity is aligned with the axis of symmetry. In order to scale the cavitation
phenomena under different flow conditions, a dimensionless parameter known as
cavitation number is introduced:

D= Do
0= (7.1)
3pU”
p stands for an ambient pressure, and p, for the vaporization pressure at the ambient
temperature. The cavitation number describes the probability of a cavitating flow
to accur. A small o value indicates a higher likelihood of cavitation occurring. The
flow inlet conditions are presented in Table [7.1]

Flow Conditions
Us (m/s) | 0.144
Re 2-10°

o 0.4

Py (Pa) 2300

Table 7.1: The cylindrical hemisphere case: Flow conditions.
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Only the hemispherical part of the body is parameterized. In order to preserve the

symmetry of the generated body,

curve with 10 control points.

the generatrix is parameterized using a Bezier

The revolution of the generatrix around the x axis

produces the axisymetric 3D body. In Figure[7.2]only the red points may move, with
a maximum displacement of 10% their initial values. The control points are allowed
to move only vertically, affecting in this way, the local radius of the axisymetric

body. This results to 8 design variables (b ¢ R®). A grid displacement technique
is employed to adapt the mesh according to CP displacements. As in the previous

cases, the IDW method is utilized.

Each phase

The flow solver is based an a homogeneous two-phase approach ((3.1)).

of the phase’s volume over a computational cell’s volume. Turbulence is modeled

is distinguished through its volume fraction, which corresponds to the percentage
using the Spalart-Allmaras turbulence model.
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Figure 7.2: The cylindrical-hemisphere case: The generatrix parameterization.

As the flow accelerates along the surface of the hemisphere, a decrease in pressure
is observed. When the local pressure falls below the vapor pressure of water, phase
transition is initiated, leading to the development of a cavitation sheet, as illustrated
in Figure At some point downstream, the cavitation sheet detaches, as shown
in Figure [7.4], forming a vapor cloud around the body. At the end of this region, the
cavitation cloud collapses, and the pressure recovers. Due to the rapid recovery, a
recirculation zone is also observed.
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Figure 7.3: The cylindrical-hemisphere case: Pressure (left) and a, (right) contours
on the solid wall.
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Figure 7.4: The cylindrical-hemisphere case: The a, (left) and negative x-velocity
components (right) contours in a meridional section.

7.4 DNN Configuration and Training

The database is constructed using the first eight solutions of the adjoint-driven
optimization, along with their corresponding SDs. The objective to be minimized in
the SphO of the body is formed by a cavitation and a drag term, that will be analyzed
in the following Section. Since the drag and cavitation SDs differ significantly in
scale, a separate network is constructed for each term. Input to branch of the model
is the [8 x 8] tensor with the y-coordinates of the CPs. The data propagate through
the hidden layers of each branch, whose outputs are combined to form a [8x 1] tensor
with the predictions on the outputs. During training, each model is differentiated
to produce a [8x8] tensor containing the predictions on the target derivatives. Since
the networks will be used for minimization of the objective, the minimum bound for
normalizing their outputs is set by 20% smaller than the minimum value encountered
in the database. Additionally, the minimum and maximum bounds used to normalize
the inputs for each design variable are extended by approximately 2% beyond the
respective min and max values observed for each variable.

Both the optimal DNN architecture and the training configuration are determined
by an EA-based optimization process, conducted with EASY. Objective of the op-
timization is the minimization of Lyermite, €valuated over the entire database, after
each network has been trained for a small number of epochs. For the EA-based
optimization the second setup introduced in Chapter [ is used. The optimized

architectures are presented in Tables &
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DNN cavitation

Activation Function
Layers Neurons
Hidden Layers | Final Layer
Bfune 9 2048-2048-1024-256-64-64-256-8-1 Tanh Tanh
Byrad 6 1024-512-256-64-8-8 Tanh Sigmoid
Optimizer Loss function Batch Size
Adamax
(Ir=0.005) MSE 8
Table 7.2: The cylindrical-hemisphere case: Optimized architecture of cavitation
DNN.
DNN drag
Activation Function
Layers Neurons - -
Hidden Layers | Final Layer
Bfune 6 512-2048-64-32-8-1 GELU Tanh
Byrad 7 32-1024-2048-512-512-8-8 GELU Sigmoid
Optimizer Loss function Batch Size
AdamW
(Ir=0.005) MSE 8

Table 7.3: The cylindrical-hemisphere case: Optimized architecture of drag DNN.

The training loss convergence of each DNN, along with the convergence of each term
that make up the total loss, are shown in Figure [7.5] The SDs loss is composed of
the sum of losses corresponding to each design variable. The DNNs predictions are
illustrated in Figures [7.6) & [7.7} It can be observed that the drag DNN minimizes
the loss, by minimizing mainly the SDs prediction error. Herein the drag predictions
exhibit slight deviations from the target values. However, the network can still be
incorporated in the optimization process, as the constraint imposed on drag is not

strict, and minor discrepancies in drag predictions are acceptable.
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Figure 7.5: The cylindrical-hemisphere case: Training loss convergence of cavitation
and drag DNNs. Total loss is the weighted sum of the function loss and the SDs loss.
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Figure 7.6: The cylindrical-hemisphere case: The cavitation (left) and drag (right)
training patterns computed with CFD and the DNNs predictions. The drag predictions
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Figure 7.7: The cylindrical-hemisphere case: The cavitation (left) and drag (right)
SDs for the eighth point of the adjoint-driven optimization computed with CFD and

DNN predictions.
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7.5 ShpO of the hemispherical-cylinder body

Objective of the optimization is the minimization of the vapor volume fraction (a,).
Additionally, the drag should not exceed a reference value D,.; = 25.86N, equal to
the baseline’s drag. The objective is presented in Eq.

1 2 107°D
F= 2 /Q GodV + 1 + ¢—100(D—25.86) (7.2)

J/

-~

to

The second term of the objective function (¢,) is plotted in Figure [7.8 This term
adds a penalty if the drag value exceeds the reference one.
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Figure 7.8: The cylindrical-hemisphere case: Visualization of the second term in the
objective function.

The DNNs are employed to continue the optimization process from the best solution
included in their database, hence the eighth bullet in Figure[7.9] The geometry ob-
tained from the DNN-driven optimization is then re-evaluated using the CFD solver.
The re-evaluation cycles described in the previous cases, are repeated three times,
resulting in a total cost of 34 TUs. The adjoint-driven optimization requires 28 TUs.
However, a comparison between the solutions obtained with each process in Figure
[7.10] reveals that the DNN-driven process, despite the slightly higher computational
cost, yields a better solution. This outcome demonstrates the DNNs ability to ex-
trapolate beyond their training region, therefore verifying the effectiveness of this
method.
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Figure 7.9: The cylindrical-hemisphere case: Convergence of the adjoint-driven op-
timization and the DNN solutions after they are re-evaluated on the CFD code.
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Figure 7.10: The cylindrical-hemisphere case: A comparison is presented between the
database’s samples, and the optimized solutions obtained from the adjoint-driven and
DNN-driven optimization processes. All DNN optimized solutions are re-evaluated on

the CFD code.

84



Comparison of the Optimized Solutions
o e cavitation
Fbailine (%) | cavitation | Drag (N) Reduction (%) D/Dycy
Baseline airfoil - 1.18 x 107° 25.85 - -
Adjoint solution 67.9 8.02x 1076 | 25.66 32.1 0.99
DNN solution 65.7 7.75x 1076 |  25.25 34.3 0.98

Table 7.4: The cylindrical-hemisphere case: Comparison of optimized solutions.

Figure [7.11] compares the a, contours between the baseline and the DNN-optimized
geometry. Vapor bubbles are observed near the inlet region in the optimized ge-
ometry, that collapse downstream. Figure shows the CPs displacements in the
optimized geometry. Figure [7.13]illustrates the local diameter’s variation between
the optimized and baseline geometries, and the pressure distribution on the opti-
mized one. In the region where phase change initiates in the baseline, the optimized
geometry exhibits a reduced curvature. This results in slower pressure reduction,
and delays the formation of the cavitation sheet. Overall, the cavitation appears to
be spatially confined and less intense in the optimized design.

av
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0.56
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.22
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.00

Figure 7.11: The cylindrical-hemisphere case: The vapor volume fraction contours
for the baseline geometry (left) and the DNN-optimized geometry (right).
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Figure 7.12: The cylindrical-hemisphere case: The CPs positions for the baseline
(red) and the DNN-optimized geometry (blue).
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Figure 7.13: The cylindrical-hemisphere case: The change in local diameter (left)
and the pressure distribution on the solid boundaries for the DNN-optimized geometry

(right).
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Chapter 8

Conclusion

8.1 Overview - Findings in the Examined Cases

This diploma thesis investigates the implementation of DNNs as data-driven, cost-
efficient surrogates for both primal and adjoint evaluations in gradient-based ShpO
in fluid dynamics. The DNNs are integrated into the optimization framework
through two distinct approaches. In the first, the entire optimization process is
driven exclusively by the DNNs. In the second, CFD evaluations in selected op-
timization cycles are replaced with calls to the low-cost DNN surrogates. In both
strategies, the developed DNNs approximate not only the objective function values
but also its SDs. The latter are computed via differentiation of the networks outputs
with respect to their inputs. The architecture of the DNNs is inspired by the notion
of the Hermite polynomials and extends their application to high-dimensional input
spaces. The Hermite-DNNs are trained using a gradient-assisted approach, that
incorporates the derivatives in the training process. All implementations concern
applications of either single- or multi-phase flows.

In the first case the ShpO of a turbine blade-airfoil was carried out. Objective
was the minimization of the mass-averaged p; losses of the cascade, while main-
taining the exit flow angle close to the value of the baseline blade. The flow was
single-phase and turbulent. The shape of the blade was parameterized using a 6 x 3
NURBS lattice. The CPs were displaced in the pitch-wise and chord-wise direc-
tion, resulting in 32 design variables. In the first approach a database containing
30 blades were generated using LHS. All DNN configurations were optimized using
the in-house Evolutionary-Algorithm software, EASY. Two DNN configuration opti-
mizations were implemented; the first one concerned the network’s architecture and
the second one included also its training configuration. The latter approach demon-
strated improved validation accuracy, and during the ShpO of the airfoil achieved a
similar solution with the adjoint-driven optimization, with a reduction of approxi-
mately 22% on the pt losses of the cascade and a change of 0.02° in exit flow angle.
The pt losses and exit angle networks were pruned resulting in 19% and 24% re-
duction in the network’s storage requirements, respectively. In the second part of
this case, DNNs trained on the initial 5 candidate solutions of the adjoint-driven
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optimization, substituted the CFD-solver after its first 5 cycles. They achieved a
reduction of 32% in the optimization turnaround time.

In the second case, the ShpO of an isolated airfoil was implemented, under single-
phase transitional flow, aiming to minimize its ¢y and keep the ¢; close to the value
of the baseline airfoil. The airfoil’s polar diagram was validated against the experi-
mental data. The airfoil was parameterized using a 10 x 9 NURBS lattice, and the
control points were displaced in the normal to the chord direction resulting in 28
design variables. Separate models were built for each coefficient. In the first ap-
proach, the design variable space was sampled using LHS and a database containing
20 airfoils was generated. The outcomes of two DNN configuration optimizations
were compared, the first one involved the network’s architectures and the second one
was enhanced with additional hyperparameters. An improvement was observed par-
ticularly in the SDs validation predictions. In the ShpO the latter network achieved
a better solution than the adjoint-driven optimization though in a higher computa-
tional cost. The network’s optimized solution resulted in a 25.9% reduction in the
airfoil’s ¢4 and a change of —0.2% in the ¢;, while the adjoint-driven optimization
reduced the ¢g by 25.4% and maintained the same variation in the ¢;. The impact
of pruning was explored regarding the network’s size. The reductions achieved were
15% and 24% for the ¢4 and ¢ networks respectively. In the second approach a
database was formed by the 6 initial solutions of the adjoint-driven optimization,
and network’s trained on that database resumed the optimization process from its
6th point. A reduction of 49% in the optimization turnaround was achieved. The
network resulted in a solution with 26.2% reduced ¢; and a change of —0.4% in the
¢;. Due to the effectiveness of this method, it was adopted in the last two cases.
The second turbomachinery application concerned the ShpO of a compressor blade-
airfoil, so as to minimize its p; losses and maintain the exit flow close to the baseline.
Each term was modeled by a district network. The flow was single-phase and tur-
bulent. The shape of the geometry to be optimized, is parameterized using a 9 x 10
NURBS lattice. The active CPs were displaced in the chord-wise and pitch-wise
direction resulting in a total of 40 design variables. A database containing the ini-
tial 5 candidate solutions of the adjoint-driven optimization was constructed. The
optimal DNN configuration was determined by an EA-based optimization of its ar-
chitecture and training configuration. The p; losses and exit angle networks were
also pruned, achieving a 22% and 14% reduction in storage requirements respec-
tively. The DNN-driven optimization achieved a 53% reduction in turnaround time,
yielding the same quality in its optimized solution with the adjoint-based process.
The optimized solutions showed approximately 7.2% reduced p; losses and a change
of 0.01° in exit flow angle.

The last case (hemispherical-cylinder body) was a two-phase hydrodynamic flow
application around a hemispherical-cylinder body. Objective was the minimization
of the cavitation formulation, subject to a constraint that the drag remained below
a reference value. Each term is provided by a distinct network. The generatrix
was parameterized using a Bezier curve with 10 control points. A total of 8 design
variables (the y coordinates of the CPs) were considered in this case. The DNN
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database consisted of the first 8 points of the adjoint-driven optimization and the
DNN architecture and training configuration was optimized by EASY. The DNN-
driven optimization with a slightly higher computational cost, provided a better
solution; cavitation was reduced by 34.3% in the DNN-optimized solution, and by
32.1% in the adjoint-optimized solution.

8.2 General Conclusions

It is verified that the DNNs are capable of guiding a gradient-based ShpO. The
proposed optimization algorithm (initially driven by adjoint, and then by DNNs),
can substitute both primal and adjoint computations, achieving a reduction up to
50% in the optimization turnaround time. In some cases, the DNN-driven optimiza-
tion yielded solutions with better objective values than the standard adjoint-driven
one, however, it should be noted that the availability of an adjoint solver is nec-
essary for the construction of the Hermite-DNNs. Another notable observation is
the DNNs ability to extrapolate in logical bounds beyond their training domain,
verifying the effectiveness of this method. An additional advantage of the pro-
posed gradient-based optimization algorithm lies in this computational efficiency,
since a DNN-driven gradient descent is of negligible cost relative to a CFD evalu-
ation. Whenever the objective is modified or constraints are relaxed, good quality
solutions can be obtained without the need to restart the costly CFD-based op-
timization process. Regarding the construction of the training database, utilizing
solutions derived from an adjoint-driven optimization, as it was expected, yielded
geometries with improved objective values compared to those generated by LHS and
reduced the number of required patterns. Despite the reduced database size, the
DNN-driven gradient descent remained feasible and was, in fact, conducted at a
substantially lower computational cost.

The Hermite-DNNs delivered reliable predictions not only on the objective function
but also on its SDs, which is of significance importance in a gradient-based ShpQO.
Their prediction accuracy was enhanced by optimizing their configuration using
EASY. Expanding its design variable space enabled the discovery of superior models,
that demonstrated improved generalization capabilities.

Finally, pruning revealed that the same level of accuracy can be achieved with a
network up to 25% smaller, as a significant fraction of the weights have a smaller
contribution to the final predictions.

8.3 Future Work Proposals

Based on the implementation of differentiated-DNNs in a gradient-based optimiza-
tion the following future works are proposed:

1. Firstly, the implementation of the proposed gradient-based optimization algo-
rithm could be investigated in applications regarding unsteady CFD compu-
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tation in single-phase or multi-phase flows. Given the high computational cost
of such problems, the integration of DNN surrogates might offer a reduction
in the computational demands.

. Further applications of DNN differentiation could be explored, such as the
computation of higher-order derivatives. In particular, DNNs could be used to
approximate the Hessian matrix, avoiding the expensive direct computation,
thereby providing a cost-efficient approach in case the Netwon’s method is
selected to drive the optimization.
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Yoy oc g Simhwpotixnc epyaotag eivar 1 yeron Badéwy Nevpwvixdv Auxtiwy (BNA)
0¢ UTOXUTEo TaTwY Tou xddwa Trohoyotinhc Peuvotoduvauxic (YPA). H npotetr-
vouevn pédodog epapuoletan o mpoffuato aiTioxpatixc BehtioTonolnong popgrc
YL TNV TEORBAEDT TV TWOY TG CUVEETNOTNS-OTOYOU XAl TWV TURUYWYWY TNS.

BNA

Mo Ty uhomoinor yenotonouiinxoay BNA to onola mpocouotdlouy tn dour| xo TiG Lot-
otnree v moluwvipwy Hermite ([32]). To moluavupa Hermite, poll ye tic npdteg
TOUG TLOQUY WY OUG, LXAVOTIOLOVY T1) OEDOUEVT] CLUVARTNON XAk TIG THIES TOQUYWYWY TNG
oto 0edopéva onueta. Ouuiletar 6Tl T0 TOAVWVUUO TUEEUBOAY G UTOREL Vol ExPpac Tel we
EVOC YRUUUXOC GUVBLAGHOC 00V0YOVIWY TOMUWVOUWY, Ta 0Told 0VOUALoVTOL TOAUMYLU-
uo Bdomne. Optlovtan 600 timoL ToAuwviuwy Bdong, To Hj, émou j=1,..,N;, o onolo
CUUPEAAEL UOVO GTNV TYT| TNS CLUVERTNONG YIol TO ONUELD J, YWEIC VoL EUTAEXETOL GTNY
IxavoToinon TNE Tapay(you xa to Hj Tou éyel Tov oxeBoc avtideto pdro. To mohu-
ovupa opilovton pe Bdon to toAvwvupe Langrage. H tehu; ouvdptnon mopepfolnc
elvalt

N
g(x) = yiHi(x)+ Y yiH;(x) (8.1)
j=0 j=0
[a ) yevixevon tne pedodou napeuBorrc xatd Hermite o ulmidtepeg BlacTdoelc,
mpoteivetan 1) o€lomoinon BNA. To npotevopevo dixtuo amoteheitan and 500 dlaxpltolc
AEBOLE, xoEVaC EX TV OTO{WY HOVTEAOTIOEL Evay amd TOUG 6POUC TNE TEONYOVUEVNC
ellowone. O mpwtog xhddog xoutahrfyel oe dLo emmiéov enineda. To mp®To, YVWOTO
o¢ eninedo Pdong, meprhopfdver aptiud veup®veY (60 UE Tov apriud TV BELYUATOVY
exnofdevong. To tedind eninedo amoteleiton and Evay uévo VELEWVY, TOU oTolou Ta
Bdion cieyxOTOOVTAL UE TIC TYWES TWV Y; TWV OELYUATOY EXTUBEUOTS XOlL DEV AVUVEWVO-
vTow xatd Ty exnaidevorn tou ductbou. H €€odoc autold Ttou emnédou npooeyyilel Tov
TEMOTO 6p0 TNE Tapamdve e&lowong. O deltepoc xAddog Tapouctdlel avtioTolyn apyi-
TEXTOVIXY, UE TN Dlapopd 6TL 670 Tehxd eninedo nepthopBdveton apriuog veupmvwy icog
uE Tov opuiud TV PETUBANTGY oyedlacuol Tou TpoPBiAuatos. Me autdv tov tpdTo,
AowPdveton umtom 1 enidpaot xdde PEPIXAC TARUYWYOU, UECW ORPMY AVIAOYWY EXEVGDY
ToU deUTEPOU Gpou ¢ eéiowaone. H apyttextoviny| Tov Hermite-BNA nopoucidleton

oto Lyfua .

Awapopion twv BNA.

H exnoidevon tov BNA oamoutel tTov UTOAOYIOUO TV TUROY®Y®Y NG OLVAETNONG
%060TOUC W PO XAE TUPAUETEO TOU UOVTEAOU. AUTO ETTUYYAVETOL UECK TNG OU-
Topatng otapopone. To opdhuo petagpépetar and To TEAeuTalo eminedo Tou BixTOOU
Teog To Tow, u€ypel TNV €lcodo. AvticTolyo, Unopoly Vo UTOAOYLOTOUY XOolL Ol ToRdy ¢-
You TN €€600U TOL BIXTUOU WS TPOG TIC EIGOBOUC TOU, OL OTOIEC AVTIOTOLYOUY OTIC
Topoywyoug evatodnoluc.. e eminedo eVOC VEUROVA, O UTOAOYLIOUOS TV TOQY WY OV
Boaotleton TNV EQUEUOYT TOL XAVOVaL TNG dALGEBIC U0 PORES, OTIKC TOROUGIALETOL GTO

Sy fuat
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ExAua 8.1: Apyitextovikn) oiktvov Hermite.
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Yyxnuo 8.2: AAydpiduos Backpropagation.

Arnoxonr xAddwv twv BNA.

H amoxony| ¥Addwv amotekel teyvix uelwong tng noAvtioxdtnrog evog BNA, uéow
NG APoPECTC CUVOECEWY (Bdcpoov) oL YEWEOUVTAUL AYOTERO GNHAVTIXES YLOL TNV TEALXY)
TeoPAed. Lto mhaloto g gpyaocioug authg, 1 apalpeon emuépoug Bapdy peTald TeV
VEUROVWY TEaYATOTOLE(TOL UE xELTHpLo To PEYEY0g TOL BAPOug XU EVOWUATMVETAUL 0T
otadactor exmaideuong.

O mpotewodpevog alydprdpog autioxpatixfs BeATicTonoinong woppnq

To Hermite-BNA ypnowonowlvton yioo Ty mpoBiedn tng porg xou Tov UTOAOYLoHO
TV TApAYWYwY evonoinciog, kg utoxatdoTtata Tou Aoylouxold TPA. O unohoyiouode
OV TopayOY®Y vhomoteltar ye ) ouluyr pédodo ([39]). Ern avtol, agioloyolvton
oVo uédodot, ol onoleg avahhovIaL GTNY GUVEYELAL.

LNy meo TN Teocéyyion, yio Tr) onuioupyio Tne Bdomne 6edouévev Tou Yo yenotlotol-
nUel v Ty exnaidevon twv BNA, mopdyeton éva 6Ovoho miavidy YEWUETELOY UECW
oetypatoAndiog Tou Yweou TV ueTaBANTOY oyedioouol. H derypatorndio yivetor pe
™ wédodo LHS, 1 onolo e€aoporilel avTmpooWTEUTIXG OELYUAUTO OXOUN XoU UE UXPO
oprdu6 dedouévmy. Adyw Tou uPnhod uTtohoyloTixol x6oTouC aloAbYNOTE xdVE YEW-
uetplag, o apriude Ty detypdtwy nepoptleton. H artioxpatiny fehtiotonoinon Cexvd
amod TV apy | YEoUeTpla xou BaciCeton amoxheloTixd otic tpofiédec Twv BNA.

H deltepn npoceyylon opywonotel 0 BehTiotononon yenoyloTowmyTog TOV XWoxa
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TPA. Kdade eviidueon mioavy| yewpetpio mpootidetan otn Bdorn dedoyévmv. Metd and
TOUC TEMTOUSG xUXAoUS, 1 BeATiotomoinon Swxonteton. To BNA exnawdetovtor méve
otn véa Bdom dedopévewy xou 1 xddodog Tpoywed and TN BEATIoTN Yéyel TéTE AoT),
Yenowlonolwvtog amoxAielotixd ta BNA.

H Bertiotonompévn Ao a&roroyeiton Eavd ye tov xoddwa TPA. Av minpol tig o-
Toutroelc axpifelag, N Sladixactia ohoxhnedveTon. ALPopETXd, 1) VEU YEWUETPIN TEO-
otlieton ot Bdon dedousvey xan emavahauBdvovton tar Brjuota extaldevong xou Pek-
TioTomolong, Eexwvavtog and Ty teheutala Abon. H apyitextovinr ohwv twv BNA,
Beltiotonotelton pe To hoylopxd eEehxtixidy ahyopiduwy, FASY ([42]). Ou npoter-
vouevol olyopLiuol auttoxpatixic Behtio totoinong topouctdlovial 6To Ly fud .
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ExAua 8.3: Yynuatikn) avanapdotaon twy mpotewduevwy nedédwy Pektiotomoions.

TupBwdng povopacixr pon YLpw and acpoTowy ntepuyiou cteofilouv

H npotewdpevn uédodog epapudleton apyixd otny ttepynworn oteofihov C3X. Xtdyog
¢ Pehtiotonoinong elvon 1 EAAYLOTOTOMNOT) TWV ATWAEWWY OAXTG TeoNg (Apy), oLt
pwvtaC TN Yovia e£60ou Tne poYic tepitou {on Ye e opytnic YEOUETEIOS (degir). Kdde
€vog 6poc povtehomotelton pe éva Leywploté BNA. H por etvon TupBodne ue cuvirixeg
ewoodou py=2.44bar, T;=808K. I'ioe Tnv mapouetpomoinoy yenowonotetton eva 6 X 3
xoutl mapapetponoinong NURBS. Kdéle onuelo ehéyyou unopel vo petatomovel €wg
0.15 tng andoTaoNG TOL And YeLTovixd onueia, xou oTig 600 SlEVTUVOELS, XATUATYOVTOG
oe 32 petoPAntéc oyedioouol. H napauetpomoinon napovoidleton 0to Lyfua

T
/

Yynue 8.4: Ilepintwon otpofilov: Ilapauetporoinon aepotouns rrepuvyiov C3X.

YN peAétn auth) ouyxplvovTon BU0 BlapopeTXéS dladixaolec xataoxeurc e Pdong
oedopévwy Yo Ty exmaldevon twv BNA. H npdtn uédodoc Pacileton oe wa oyedov



Tuy ol Serypatohnla Tou 32-BLdoTaTou YWEou, YenoorowmvTas T uédodo LHS. E-
xterovvTan 800 Behtiotonotfioelc tne popgric Twv BNA. H npwtn (BNA L) agopd tny
opyrtextovixy) Toug xat 1 devtepn (BNAR) ouumepthopfdver xou tn Srodixooion exmo-
{devong Toug. Xt deltepn TeplnTwoT TopaTNEEiTIL UXEOTERO CPIAUN OTO DEDOUEVY
embpwone. Emmiéov, eqapuoleton anoxons xhédwv (BNA¢) ye otdyo 1 yelwon
NG TOAUTAOXOTNTOG TWV OIXTUMY XUl TV ATUTHOEWY OE UV Yo TNV anoUxeucn
touc. Emtuyydveton peiwon xato 19% vy to Apy BNA xon 24% vyiot 10 aegie BNA.
O TWéC TS AVTIXEWEVIXAC ATOTUTIOVOVTAL OTO My ud .

DB;ys

2.0 : Adjoint optimization —e—
DNN database

1.8 1 DNNy solution - CFD Re-eval
DNNg solution - CFD Re-eval =

DNN¢ solution - CFD Re-eval -
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YyAue 8.5: Ilepintwon orpofilov: H ovykhion tng PfeAtiotonoinong ue tn ovlvyn

1étodo, o1 Bétiotes Aloes e kdle diktvo apov enava&iokoyninkay e tov kddika T PA

ka1 n pdon 6edouévwy twy BNA.

H Settepn pédodog exmandedel o dixtua ool TEVTE TpwTa onuela Tng PehtioTonolnong
ue TN ouluyn pédodo. Xuveylel Ty xddodo and to méunto onucio, Bactlouevn ano-
xhelotxd ot mpoPiédeic twv dxtiny (BNAp). Adyw tou nepopiopévou aprduod
OELYUdTWY, 0AOXANEN 1| Bdon Bedouévmy yenowonoteiton yioo TNy exmaidevon. o to
BNAp omoutolvton 2 enavexmoudeloelg npoxeyévou va emtteuydel Abon cuyxpiown
UE auTr Tou mpoxUTTEL Ue TN ouluyr wédodo, eve yio To BNAp 3 emavexnadedoeie,
oneg paivetar oo LyAua 8.6 Kou otig 800 TepITTdoeLs emtuy ydveTon TapbuoLa Ty
o1 CUVAETNOTN-0ToY0 cuYXELTXd e TN ouluyY| pédodo, e uelwon 22% oto Ap, xou
ueToBorr) e NS Twv 0.02° 0NV Aerie. H yprion twv ditdwv BNAp odnyel o
uelwor Tou UTOAOYLO TIXO) XOGTOUS, XAUTd 32%.



1.10

Adjoint optimization —e—
DNNp solution - CFD Re-eval b'e
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Yy 8.6: Ilepintwon otpofilov: H olykhion tng PeAtiotoromong pe tn ovluvyn

pnétodo, kar o1 Aoeig tou BNAp agov enava&iodoynOnikay ue tov kadika TPA.

ExAna 8.7: Ilepintwon otpopilov: Apiotepd) Iewpetples mov mapdyOnkay ue wn
péfodo LHS (uavpo), n Behtiotonompérn yewpetpia pe tn ovlvyr uédodo (ume) ka
w0 BNAp (kékkivn). Aead) Ipdtes Moes tng Bedtiotonoions e tn ovluvyr pédodo
(navpo). Xyetdlovtar emiongs, n apxikn yewuetpia (toptokadi) kai nn féxniotn ypnoiuo-
roidvtag to diktvo BNAp (mpdowo).

Movogaocixfy pon] ue peTdBaor YOP® ATO UEROVOUEVT] AEEOTOWN

H aegpotoury RG15 yenotuonotelton e egopuoyéc younhol apriuol Reynolds, 6mwe oe
TTEQUYLAL AVELOYEVVNTELOY. Ot TOAMXEC TNG aEpOTOUNG CUYXEIVOVTOL UE TO TELQOUOTIXG
OEDOUEVA OTO Ly , oe apriud Re=304.200. Xpnotuomolinxe to povtéro THpfng
Spalart — Allmaras xou 10 goviého petdfaong SA — sLM2015. ¥toyog ebvon 1
ehoiyloTonolNaT TOL CUVTEAEOTY avTioTaong (¢q), STNEOVTAC TO GUVTEAESTY AveONg
(c1), mepinou (oo pe g apywic acpotouric. H pehétn vhomoweltan o M=0.1 xo
Re=1.5-10°. H ropoyetponoinon npaypatonoteitor ypnotpononmvog éva 10 x 9 taéyua
onuelowv eréyyou. Ta onuela eréyyou petatomilovtar uévo otnyv xddetn ot Yoedn
otevduvor, pe péytotn petatomion 0.4 tng amdotaong and yeTovixd ornuelo.
Yuyxptvovtar 800 pédodol xataoxeuric g Bdong dedopévewy. H mpotn vhomoleiton pe
LHS, nopdyovrtag 20 delypato yio Tig 28 yetoSANTé oyediaouol Tou TeoBAfuaTtog,
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Yxhuo 8.8: Iepintwon pepovouérns aepotouns: Iokikés tng aepotouris RG15 (a-
potepd) ka1 n mapauetporoinons s (dekid).

eved 1 0eltepn (BNAp) yenotponotel tig 6 tpdtee mdavéc hNoel e Behtiotomoinong
ue tn ouvluyy pédodo. Avagopind ye tnv mpdTn uévodo, n Beitiotonoinon tou BNA
TpoyUaToTolElTal dV0 QopES xou Tl EVpAUATH cUYXEivovTal.  MTo XAAUTEPO amd To
nponyolpeva dixtua (BNAg) epapudleton amoxonr xhddwv (BNA¢), emtuyydvovtog
uelwon peyédoug xatd 15% yio to ¢g BNA xon 24% vy 1o ¢ BNA.

Toa BNAp xaw BNAp emtuyydvouv xohitepn Ao and tn Aion g BeAtiotonolnong
ue T ouluyn wédodo, wotdco yenowomownviag ta dixtuo BNAp, undpyel peiwon
Tou x6oTouc xotd 49%. H Behtiotornoinon ye T ouluyr uédodo amodidel ueivon Tou
cq xatd 25.4% xoun yetoBorf ato ¢ —0.2%, evéd 1o BNAp emtuyydverl pelwon 26.2%
xou petoBory —0.4%, avtiotorya. Ov Moewe mopovaidloviar 6To Lyfua oL Ol

BEATIOTOTONUEVES OEQOTOUES GTO Ly Mol

Yyxhuo 8.9: Ilepintwon uepovouévns aepotouris: Apwotepd) Aepotoués pe LHS
(navpo) kar o1 yewpetpies mov napdyOnkay pe tn PBeAtiotoroion e ovluyry uédodo
(koxkwo) ka1 to BNAp (umde). Aeqid) H apxikn) yewuetpia (npdowo), n féxniotn Adon
pe ta BNAp (moptokali) kai o1 aepotopég mov mepikapPdrvovtar otn fdon Sedopévamy toug
(1adpo).
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Yynue 8.10: Ilepintwon pepovouérng aepotouns: Or Pdoeg dedopévowr ya kdle
oiktvo, n olykAion tng PeAtiotonoinons pe tn ovlvyn uébodo kar o1 Aoeg mov amno-
ktiinkav pe kdle BNA.

TupRwdng povopacitxn pon YLEW ATO AEEOTOWY| TTEPLYIOU CUNTLECTY
Y16y0¢ g BerTioTonoNoNg 0T CUYXEXEWEVT UEAETN Elvol 1) EAAYLOTOTIOOT TOV oy~
ALY oAxfc Teone e TTEpYWOoNS, Slotne®vTog Tepitou oToepr| TN Ywvin £6dou
¢ porc. H por| etvan younhrc toydtntog xon Tupfadng. O cuvirixeg eloddou ebvor
pe = L.15bar, T; = 288 K. H pop@r| NG AEQOTOUNG X0 TOU TAEYUATOG EAEYYOVTUL AT
eva xouti mapapetponoinong NURBS 9 x 8, 6nwg gaiveton oto My fua . Kéle
onuelo eAéyyou umopel va petatomiotel xotd uéyioto 0.1 tng amdoTaong and To YEI-
ToVXd Tou omnuelo xon 0TS 500 BlEVTUVOELS, UE ATOTEAECUA O GUVOAXOC aptdoS ToV
UeTABANT®Y oyedloouol va avépyetar o 40.

Yypo 8.11: Ilepintwon ovumeotr): Iapapetponoinon aepotours.



e auThV TN HEAETY LAoToELTAL 1) BEVTERT) TPOTEWVOUEVT] UEV0BOEC UTIOXPUTIXNAG BEATL-
otomoinorne. H Bertiotonolnon otoug apyixole mévie xixhoug Pacileton oTr cuveyn
ouCuyn uédodo. Kdde evoidueon Aorn mpootideton otn Bdorn dedouévmy xon yenot-
nomoeitan yror vor exmondevdolv ta BNA (BNA ). H xddodoc ouveyilet and tnv 5n
YEWUETELA, YENOYOTOLOVTAG ATOXAEIG TiXd Ti¢ TeofAédeic twv BNA.

Emniéov, e€etdleton 1) enidpaon Tng anoxomnic xAddwy ot obyxhion xar Ty axp{Beta
v Teoliédewy. To tehixd BNA e anoxonr) xhddwv (BNAg) elvou xatd 22% xou
14% 1o ehappl amd tor apytxd SixTUot Apy, Gegir Y0pIC amoxom) xA&dwy, avtictoya. H
TeoTEWVOUEVT arTtoxpatixy uédodog Pedtiotonoinong elvor xatd 53% yenyopdtepn and
™ Behniotonoinon ue T ouluyr| u€dodo, xatuAyovTog ot (Blag ToldTnTag AUoT), OTWS
qofveton 0TO Ly fua . H Behtiotonoinuévn acpotopr] Tapouotdlel UEiOT) AmmAELDY
ohixrc mieong mepinou 7.2% xou YeToffolr) oty ywvia e£6dou g téEng twv 0.01°. Ot
BeATIOTOTOMNUEVES AEPOTONES TTUPOLUGLALOVTOL GTO Ly Ut .

1.04
Adjsint optimization —e—
DNN,, solution - CFD Re-eval
1.02 DNNg solution - CFD Re-eval %
—
]
DB !

1.00 4 adjoint !

0.98
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x
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Yyxnue 8.12: Ilepintwon ovumeotn: Ylykhion tng PeAtiotonoinong e tn ovlvyn
nébodo kar o1 Aoes e ta BNA apot enava&iodoyniOniay e tov kodika TPA.

YxAuo 8.13: Iepintwon ovumeotri: H BéAtiotn aepotouri pe to BNA 4 (6ead) ka
pe o BNAp (apiotepd).

Alpaoixy) o) YVPW ATO NUCPUELXO XUALVOELXO WU

ES6 peletdron plo Supooixr} udpoduvaixy pot|, 1 onola BaciCeton 6TV oUoYEVH TEO-
oEYYLoN . H pehétn auth| agopd N BeATio TomoNoT VO NULGPUEI0) XUALVOELXOU
OWUATOG UE OTOYO VoL Petwel 1 omnAadwon xou Teploploud 1 avtiotaor vo uny unepBet
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o Ty avapopds, tom e g apywhc yewpetplag. H onnlalworn dnuovpyeiton otay
ToTxd 1) oot Teon yivel uixpdtepn amd TNy weorn atuonoinong Tou vepol. H mo-
poucta PUEUABWY atuol elvon acTtadrc, xou o epinTwon addnong nieong e porg,
HOTAPEEOUV DNULOVRYOVTAS XOPUTA Xp0UOTG, OLEBewaoT xot XpadUoUoUs. LTN YEWUE-
Tplot TOL YEAETATOL, 1) ETULTAYUVOT| TNG POTIG OTNV EMULPAVELN TOU COUATOS dNutovpyel pla
Covn omniainong, OTwS QUIVETOL 0TO Lyl . Mévo to nuiogapixd Tufus Tng
TV YewueTplag TapaueTponoteltar. o vo datneniel 1 cuuueteio Tou, Topoe-
TPOTOLELTAL 1) YEVETELPA TOU UE XouTUAN Bezier anoteholuevn amd 10 onueio eAéyyou.
To xbdyavo onueia eréyyou yetatorniCovion otny xdetn dSiediuvor, ennpedlovtoc Ue
QUTO TOV TEOTO TNV TOTUXT| DIAUETEO.

YxAuo 8.14: Iepintwon dapaoiknig porjs: Hdvw) KAdoua dykov atpol ylpw and to
0teped dpo. Kdrw) Hapapetpornoinon tov odpatog.

e quTNY TN HEAETY LAOTIOLELTAL 1) BEVTERT) TPOTEWVOUEVT] UEV0BOG UTLOXPUTIXNAS BEATL-
oTonolnoNng. LToug oXTK aEyxoUs xUxhoug 1 BedtioTonoinor Bactletar otn ouluyn
uéVodo. To dixTuo ExTUdEVOVTUL TEVL OTIC OXTE TEWTEC YEWUETPIEC TOU ToRdyOVTOL
xou ouveylouy Ty xddodo and TNy teheutalo. Kdle dpoc tne avtixelevinrc cuvdptn-
ong amodideTon amd €var EEYWEIoTIXG BixTuo, To omolo PeitioTonoteiton Ye Tov HASY.
‘Eneita and 3 enavexmoudeVoEL, 1) TROTEWOUEYY BeATIoTOTOMGT), e AYO UEYaAUTEQROD
%60710¢, 00NYEl 08 Xah0OTEPT TYT| TNG CLVAPTNONG-OTOYOL, UE UelwoT TNE onAaiwong
xotd 34.3%, oe obyxpton pe ) ovluyn pétdodo mou amodidet pelwon 32.1%. H obyxi-
o1 ToEoVoLdlETOL GTO Exv’wa H petofBols| dapétpou tne Bedtio tomoinuévng Adong
mou amoxthdNxe pe To Sixtuo mapouctdletar oto Ly [8.16]
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Yy 8.15: Ilepintwon dapaoikns pong: XUykAion tng PeAtiotonoinons pe
ovluyn uédodo kar o1 mpoPAépes twy BNA apol emava&iodoynOnikay e tov kadika
TPA.

Yyxnuo 8.16: Ilepintwon dagpaocikns pons: Metafodn Tng tomkng Owapétpov otn
PeAtiotononuérn yewuetpia.

Yupnepdopata

To BNA unopolv va yenowonounioiv o utoxatdotata Tou xondwa TPA. O tpotel-
vouevog ahyoptduoc odrynoe oe pelwon xéotoug €mg xau 50%. Le oplouéves pelétec,
anédwoe xahlTteEn AOoT o olyxplon ue TN BeAtiotomoinon ye Tt ouvluyy| pédodo,
1 SwdeotudtnTa TN onolag Oune etvar amopodtnTy yiow var umtdplel 1 uédodog auTy.
H ypefion tov Hermite-BNA e€acpdhoe axpifelor 0Tic UTohoYILOUEVES TORAY(YYOUS
evanoUnolag, 1 onola evioyOinxe pe ) BehtioTomoNOT EMTALOY TUPUUETEWY TWV OL-
xtbwv. H dnuovpyia Bdong edouévwy ue vtodrigiec Aioeg tng Peitiotonolnong pe
™ ouluyr| u€Y0d0o UElWOE TO XOGTOC HATACHEVHC TG XU ATEBWOE YEWUETPIES UE XOo-
AOTERT TIWY| ouvdpTnoNc-otoyou oe oyéon e N wEdodo LHS. Télog, n amoxorn
HNEBY amEDELEE OTL VAL ONUAYTIXO TOGOGTO TUPUUETEMY OEV EVOL OTUAVTIXES YOl TNV
TEOBAed o umopovy va TapodetpBoly, Ue oTéYo TN yenon éwe xa 25% WixpdTepou
OtxTVOoV.
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