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In this Diploma Thesis, Convolutional Neural Networks (CNNs) are used as surro-
gates for traditional turbulence and transition models in aerodynamic analysis and
optimization, aiming to reduce the total computational cost. The CNNs use geo-
metrical and flow data provided by the Reynolds-Averaged Navier-Stokes (RANS)
equations, to predict the turbulent viscosity field p;, effectively closing the RANS
without the use of differential turbulence and transition models.

To train the CNNs, a dataset is created by parameterizing the geometries using
Non-Uniform Rational B-Splines (NURBS) and applying Latin Hypercube Sampling
(LHS) to generate a sufficient number of new geometries, which serve as training
patterns. These new geometries are then evaluated using the in-house GPU enabled
flow solver PUMA, coupled with the turbulence and transition models that the
CNNs aim to replace.

The use of CNNs, as opposed to Deep Neural Networks (DNNs), introduces the
advantage of incorporating information from neighboring mesh elements when pre-
dicting the turbulent viscosity u; field. CNNs operate on entire fields of inputs rather
than individual mesh elements, enabling inter-element communication, potentially
leading to better predictions.

The two optimization cases performed involve the NLF0416 and the S8052 low-
speed airfoils both of which exhibit transitional flow, demanding for the inclusion
of a transition model in addition to the more common turbulence model. Due to
the importance of transition on skin friction and drag, two separate optimization
targets are set. The first target is the direct minimization of the drag coefficient
Cp and the second is the maximization of the laminar area on the suction side of
the airfoil by maximizing the distance between the leading edge and the transition
point on the suction side T'Pgg. This second goal serves as a proxy for reducing Cp,
through a different approach.

For both optimizations, two evaluation software are used: PUMA-TM and PUMA-



CNN. PUMA-TM solves the RANS equations coupled with the one-equation Spalart-
Allmaras turbulence model and the two-equation Smooth v — Reg; transition model.
On the other hand PUMA-CNN solves the RANS equations and then uses the
trained CNN to predict the y,; field, closing the RANS.

While PUMA-TM incurs no capital cost, as no training is required, PUMA-CNN
has a capital cost associated with the generation of training samples and the actual
training of the CNN. However, PUMA-CNN benefits from a reduced per-evaluation
cost due to not needing to solve the three additional differential equations.

The optimizations are performed by a Metamodel-Assisted Evolutionary Algorithm
within the framework of EASY. The results are compared in terms of the quality
of the final solution and computational cost. Additionally, it is examined whether
maximizing T Psg coincides with minimizing Cp.

ii
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Movdéda ITagdAAnAne Yroloyiotixrc Peuctoduvapixrg
& Bektiotornoinong

YuveAuxtixd Nevpwvixd Aixtua wg Y ToxatdoTaTo
Movtélwv TOgPBNng xow MetdfBacng otnv Acpoduvauix
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Ye autrv ) Awmhwpoting Epyooto, extoudedovton xat yenotponoolvTon SuveMxTixd
Nevpwvixd Aixtua (ENA) we unoxatdotata yovtéhwy toeBng xat petdBaong, otny
QEQEOBUVOLXT) AVGAUGT) Xa BEATIOTOTOINGT LOPPY|C, UE OTOYO T UElWOT) TOU GUVOALXOD
umohoyto ol x6ctouc. To XNA yenoiuonolody YEWUETEXE xat poixd dedouéva
TEoEPYOUEVa amtd TNy ethuot Twv edlonoewy RANS, dote va mpofiédouv tnv Tup-
B0 cLVEXTIXOTNTA 1y, XhEbvOVTOC ouolaoTxd Ti¢ edlowoelc RANS ywoelc ) yerion
OLUPOPIUAY HOVTEAWY TUEPRNG xan YeTdBoorg.

[a v exmaldevon tov ENA, dnuovpyelton yio Bdorn dedopévewy mou mepthopBdver
emoExr] aprdud agpodLYVAULXS aEIOAOYNIELOOY YEWUETELOY, TIOU YENOWEDOUY (G TEO-
Tuna exnaideuong. Apyind, 1 Baowny| yewuetpla tapouetponoteiton pe yerion NURBS
xou €netto mporypotonoteltan detypotorndio ue tn uédoodo LHS. Téhog, autéc o véeg
yewuetpieg emhdovtal ue TN yerion Tou emiitn PUMA, o cuvduaoud e to povtéha
T0pPNe xou petdBaong mou toe UNA Yo xAndolv vor avTixatao TRoouy.

H yerion XNA, évavtt Badudv Nevpwvixdv Axtowy (BNA), ewodyer 1o mhcovéxtnua
NG EVOWUATWONE TANPOPORLOY ATt YEITOVIXE XEMA XoTd TNV TEOBAedn Tou 1. Autod
oudPaiver 616t T ENA Acttoupyoly YenoylomoidvTag oAOxAned To Tedla leodou
xou OYL UEHOVWUEVA TO XEANA TOU TAEYMATOC, ETTEENOVIAS TNV EmxOVwVia ueTald
OLOPORETIXY XENLDY, YEYOVOS TIOU EVOEYOUEVWS 00NYEl 0 xoAUTEPES TPoPBAEELC.

OL BeEATIO TOTOACELS HOPYPTE TR YUATOTOLOVOVTAL OE U0 AEQOTOUES YOUNALY TOYLTATOY,
) NLF0416 xou T S8052, mou xou ot 800 napovotdlouy Yetoffotixn por, emtdocovtog
™ ouumeptAndn povtéhou uetdBaong yio TV emthvon g pong. Adyw Tng onuociog
NG PETdPaong oty empavelo TEWBT xaL xat’ ETEXTAOT, 0TV omoVERxouca, Tidevto
6V0 Leywpetotol atdyotL Tpog Bertiotonoinon. O mpdhTog 6ToY0¢ eVl 1) EAAYLOTOTONOT
Tou oLVTEAEGTH omoUéxoucas Cp xou 0 BEUTEQOC 1) UEYLOTOTOMNOT TNG EXTACTC TNG
OTPWTAG TEPLOYNE OTNY TAEUEA UTIOTHESTG TNE AEPOTOUNC, UECK TNG UEYLIOTOTOMONS TN
amOcTACNC TOU oTuelou Yetdfuong oty TASUEE aUTH ATt TNV XU TEOCTITWONS TNG



agpotoung T'Pgs. Autog o 6e0tepog 0tdyog alloAOYETOL WC Lol SLOKPORETIXT OTTIXN
Yl TN Pelwon tne omo¥élxouscac.

[Mar aupdTepeS TIg BeATioTOTOOEL YeNotpoTolo0vTaL 500 Aoyiouixd alloAdynong: To
PUMA-TM xot to PUMA-CNN. To PUMA-TM cmiVer tic eliovdosic RANS oe
ouvBuooub Ue To povtélo TOpPne g eiowong Spalart-Allmaras o To poviého
uetdBaong 6Vo e€lotoewy Smooth v — Regy. And tny dhhn mhevpd, o PUMA-CNN
emAlel Tig edlowoelc RANS xot, o1n cuvéyela, yenowdonolel To exntoudevuévo XNA
(CNN) v va tpoPBiédet to medio puy, xheivovtac i RANS.

Eva to hoyiouind PUMA-TM Bev €yet apynd x6010¢, xadog 0ev amoutel exnaideuon,
10 PUMA-CNN éyet apyixd x60Ttog mou oyetiletar Ye Tn Onutovpyio detyUdtwy ex-
maldevong xou TNV exnaidevon tou LNA mdve oe autd. otéco, o PUMA-CNN
enw@eheltar and PELWUEVO 60 TOC avd alloAdYNoT), xadde OeV ypetdleTon vor AUCEL TIC
TEEIC EMTAEOV DLUPOPKES EELOWOELS.

O BedtioTornoloelg TporyuatomolobvTaL Ue yefon e€ehxtixol akyopiduou utoBondo-
MEVOUL a6 UETOUOVTERX PEaw Tou hoyiouxol EASY. To anoteléopata cuyxplvovto
©¢ TEOS TNV TOWOTNTA TNG TEAXAC ADoNEG %ot To uToloyloTxd x6cToc. Emmhéoy,
e€etdleton av 1) yeytotomoinon tou T'Pgg cuunintel Ye tnyv eAaylotonolnon tou Cp.
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Nomenclature

NTUA
PCOpt
CFD
Al

ML
ANN
DNN
CNN
EA
MAEA
MAE
NURBS

LHS

T Pps

National Technical University of Athens
Parallel CFD & Optimization Unit
Computational Fluid Dynamics
Artificial Intelligence

Machine Learning

Artificial Neural Network

Deep Neural Network

Convolutional Neural Network
Evolutionary Algorithm
Metamodel-Assisted Evolutionary Algorithm
Mean Absolute Error

Non-Uniform Rational B-Splines

Latin Hypercube Sampling

Drag Coefficient

Lift Coefficient

Friction Coefficient

Transition Point at the Suction Side

Transition Point at the Pressure Side
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Chapter 1

Introduction

1.1 Laminar-to-Turbulent Transition

The transition from laminar to turbulent flow plays a crucial role in many fluid
dynamic applications, ranging from flight aerodynamics [11] to heat transfer [41]
processes. In aerodynamics, this phenomenon is of particular importance, as it has
a significant impact on drag, since the type of flow, whether laminar or turbulent,
affects the amount of skin friction at the airfoil surface.

Laminar flows exhibit a smooth, streamlined motion, resulting in lower skin friction
and drag forces. In contrast, turbulent flows are characterized by irregular motions,
leading to increased skin friction and higher drag. Therefore accurately predicting
where and how transition takes place, allows for higher accuracy in drag calculations.

The transition from laminar to turbulent flow can be triggered by several mecha-
nisms:

1. Natural Transition, involves Tollmien-Schlichting (T-S) waves, small two-
dimensional instabilities within the boundary layer that can initiate the tran-
sition process [5]. T-S waves are amplified by viscous instabilities and can
eventually break down into turbulent spots. As these spots move downstream,
the grow and merge to create a fully-developed turbulent boundary layer [40].

2. Bypass Transition, occurs when high levels of free-stream turbulence are
present. In this case, the turbulence in the free stream penetrate the, oth-
erwise laminar, boundary layer, leading to the formation of turbulent spots
earlier, bypassing the natural transition process [31]. The process of develop-
ing a turbulent boundary layer continues, following the principles of Natural
Transition.



3. Finally, in Separation-Induced Transition the boundary layer separates
from the surface due to an adverse pressure gradient or surface curvature [29].
The separated shear layer is highly unstable and can reattach as turbulent.

In the aerospace industry, the development of Natural Laminar Flow (NLF) wings,
wings that maintain laminar flow over a significant portion of the wing surface,
thereby delaying natural transition has seen increasing interest. The continuous rise
in fuel costs, coupled with growing environmental awareness, has been driving the
goal of reducing drag and thereby fuel consumption [7].

1.2 Artificial Intelligence

Although Artificial Intelligence (AI) has been around for a long time, it has recently
resurfaced with a remarkable transformative potential across a wide range of scien-
tific fields. This can be attributed to software progress with the inception of novel
AT architectures that can describe the nature of specific problems and advanced
deep learning frameworks (TensorFlow [I], PyTorch [32]) coupled with hardware
advancements like the utilization of optimized Graphical Processing Units (GPUs)
[44] and the development of specialized Tensor Processing Units (TPUs) providing
exceptional computational power [20]. At the same time the sheer quantity of digital
data available today, coupled with its accessibility and the enthusiasm of the Open
Source community to innovate has further boosted this trend.

To define Artificial Intelligence one must first grasp the concept of intelligence itself.
A simple yet compact definition is the ability to acquire, understand and use knowl-
edge. So by definition Al is the effort to create artificial systems that can mimic
this innate human ability. Data creation and processing encompass the acquisition
of knowledge, while Machine Learning (ML) involves the discovery of patterns and
understanding of information, with fast model deployment ultimately enabling the
use of said knowledge to make an informed decision.

The goal of Al is to create intelligent agents. An agent is anything that perceives its
environment through sensors and acts upon it through actuators [38]. Intelligence
comes to fit between perception and action, to make sure the best course of action
is taken.

1.3 Machine Learning

ML is the branch of Al that capacitates intelligent systems to learn from data
and improve their score on specified metrics autonomously. It comprises of the
algorithms that process the data, evaluate a performance metric and adapt the
system to better perform based on the metric calculated. Based on the nature of
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these algorithms ML can be categorized into 3 main sub-classes: supervised learning,
unsupervised learning, and reinforcement learning.

1. Supervised learning: In supervised learning a labeled dataset is fed into the
system. This means that each vector of input features (X) is associated with
a corresponding output value vector (Y). The aim then is to create a system
that recognizes the relationships between the input X that drives the output
Y to have the known value. This system should then be able to generalize in
unseen inputs, returning a decent prediction.

2. Unsupervised learning: In unsupervised learning the dataset is unlabeled.
Therefore the focus is to discover underlying patterns and hidden structures
within the data. It is unsupervised in the sense that the model is not forced
to find specific connections but any structures deemed useful within the data.
Unsupervised learning methods are often used in tasks like the detection of
possibly false data (Anomaly Detection) or the highlighting of obsolete or
irrelevant features (Principal Component Analysis).

3. Reinforcement learning: Reinforcement learning is basically the trial and
error method of ML. In reinforcement learning the system is encouraged to
learn in a game-like manner where good decisions are rewarded and bad deci-
sions are penalized. Their interactive ever-learning nature makes them shine
in dynamic environments where each outcome can also be used as feedback to
optimize their performance over time.

1.4 Al in CFD

The integration of artificial intelligence, specifically convolutional neural networks
(CNNs) and deep neural networks (DNNs), into computational fluid dynamics (CFD)
has shown great potential in enhancing simulation efficiency and accuracy.

In [2], a CNN framework was proposed to efficiently predict the velocity and pressure
fields around airfoils. The CNN was trained on Reynolds-Averaged Navier-Stokes
(RANS) simulation data for various airfoil shapes, angles of attack, and Reynolds
numbers. The network employed a shared encoder-decoder architecture with convo-
lutional layers to map the geometry to the flow field outputs. The airfoil geometry
was represented using a signed distance function on a Cartesian grid and was used
as input to the CNN. The angle of attack and Reynolds number were then inserted
into the latent space, and using transposed convolutions, the velocity and pressure
fields were returned. The CNN could predict full flow fields orders of magnitude
faster than RANS solvers, enabling rapid aerodynamic analysis.

In [22], a method to reduce the computational cost of RANS simulations by replac-
ing the differential turbulence and transition model with DNNs was proposed. The
DNN-based surrogate model used flow and geometrical data to estimate the turbu-
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lent viscosity field required to close the RANS equations. This surrogate model was
then used as the evaluation software in a metamodel-assisted evolutionary algorithm
(MAEA)-based shape optimization problems, demonstrating significant reductions
in computational costs.

In [12], a data-driven approach to improve turbulence and transition modeling for
RANS simulations was presented. Because popular turbulence and transition mod-
els are typically calibrated based on a limited number of simple test cases, dimin-
ished accuracy is frequent when they are applied to complex flows deviating from
the calibration cases. In this approach, case-specific high-fidelity data were used
to infer functional corrections to account for the deficiencies in these turbulence
and transition closure models. Machine learning techniques like neural networks
and Gaussian processes were then applied to reconstruct the inferred corrections as
functional forms based on local flow features. This enabled injecting the improved,
data-driven model forms into RANS simulations to enhance their predictions.

1.5 Thesis Outline

This Diploma Thesis explores the integration of turbulence and transition modeling
with Convolutional Neural Networks (CNNs), a subset of Deep Neural Networks, to
replace traditional turbulence closure models and accelerate Computational Fluid
Dynamics (CFD) simulations.

The chapters are outlined as follows:

> Chapter 2: This chapter discusses the fundamental concepts of Artificial
Neural Networks (ANNS). It covers the structure of the artificial neuron, how
neurons are combined to form layers, the activation functions that introduce
non-linearities, and how successive layers create intelligent networks. The
training process of ANNs is also discussed.

> Chapter 3: This chapter introduces Convolutional Neural Networks (CNNs)
as a specialized subset of ANNs that excel in domains where spatial depen-
dencies are crucial. It explains the convolutional layer, the building block of
CNNs, and other components that differentiate CNNs from ANNs.

> Chapter 4: An introduction to Evolutionary Optimization is provided in this
chapter. It describes the (u, A) evolutionary algorithm (EA) and its compo-
nents, and how metamodels can assist in the optimization process, all within
the EASY framework.

> Chapter 5: This chapter presents the application of CNNs to replace the
one-equation Spalart-Allmaras (SA) turbulence model and the two-equation
Smooth v — Reg, transition model in a Metamodel-Assisted Evolutionary Al-
gorithm (MAEA)-based optimization of the NLF0416 isolated airfoil. Two
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objective functions are used: minimization of the drag coefficient and maxi-
mization of the laminar area over the suction side. Two evaluation software
are employed: PUMA-TM, which solves the Reynolds-Averaged Navier-Stokes
(RANS) equations coupled with the SA turbulence model and the Smooth
v — Reg transition model, and PUMA-CNN, which solves the RANS equa-
tions and then uses CNNs to predict the p; field based on input fields from
the RANS.

Chapter 6: This chapter applies the same methodology as Chapter 5 to the
S8052 isolated airfoil. By using a different geometry under different conditions
and at a different angle of attack, this chapter aims to validate the methodol-

ogy.

Chapter 7: Conclusions are drawn and recommendations for future work are
proposed.






Chapter 2

Artificial Neural Networks

2.1 Introduction

Artificial Neural Networks (ANNs) are ML components inspired by the structure
of the biological neural networks in the brains of all living organisms. At the core
of ANNs are neurons, gates that given inputs produce outputs. Stacking neurons
together creates a neural layer, a cluster of non connected neurons. Layers containing
different numbers of neurons are sequentially stacked to form an interconnected
network.

The general principle is that any neuron of any layer is connected with all neurons of
the previous layer, as it uses as input a learn-able linear combination of the outputs
of all neurons from the preceding layer. This information flow allows them to capture

complex relationships and establish important representations in the intermediate
(hidden) layers.

The input layer has direct contact with the outside world, providing the data needed
to perform the prediction. At each following layer each neuron receives a unique
weighted sum of the outputs of the neurons from the previous layer and transforms
it using an activation function.

At its essence a neural network operates by constructing linear combinations of
inputs, via highly optimized, therefore fast, matrix multiplications and passing them
through non-linear activation gates at each neuron, introducing the complex physics
needed to describe complex problems.

A significant power of ANNSs is the ease with which they can scale. Introducing more
hidden layers or simply using richer in neuron layers provides with more learn-able
parameters, amplifying the representative capabilities of the network. Such multi-
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layer ANNs are called Deep Neural Networks (DNNs). DNNs often have millions of
these parameters qualifying them for use in challenging tasks [46].

In this thesis, ANNs are used to substitute turbulence models in Computational
Fluid Dynamics (CFD) simulations. They are trained to predict the turbulence
viscosity u, without solving the expensive differential equations used by turbulence
and transition models.

2.2 Defining the artificial neuron

In nature the neuron is the building block of the nervous system. Its purpose is to
transmit information via electrical signals throughout the body. Neurons consist of
dendrites that propel signals from other neurons into a cell body that homes the
nucleus, where the signals are processed and transformed into a single one that is
carried on by the axon (Figure . Their ability to communicate with each other
not only allows for information to flow throughout the body, but also for intricate
signal transformations and combinations to take place, enabling the coordination of
complex tasks at a lightning-fast pace.

Similarly the artificial neuron as first defined by McColough and Pitts in 1943 [30]
is an element that receives multiple inputs and returns a single output.

e

Axonal arborization

Axon from another cell

Synapse

Dendrite

Nucleus \ /

Synapses

Cell body or Soma

Figure 2.1: A biological neuron. From [38].

The input vector x € R™ is multiplied by a weight vector w € R", containing learn-
able values that allow the neural net to adjust to the specifics of the problem it faces.
This multiplication yields a value that is added to the bias b, returning v € R that
once passed through an activation function f produces the output of the neuron
y € R. This artificial neuron model is illustrated on Figure 2.2
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Bias

Ty o— W1

T9 o—— Wg2

b,
Q( Activation
/\ function Output

Inputs { 3o » Wk,3 2 ~@ > Yk

—

Tp O——— Wikp

Weights

Figure 2.2: Artificial neuron model.

2.3 Selecting the activation function

The activation function f in large defines the neuron and inductively the neural
network. A network where f is a linear function essentially declines into a linear
regression model, where impractical constructions and reconstructions of linear com-
binations of the input parameters are performed at each layer. Furthermore adding
more layers offers no performance boost as the composition of two linear functions is
a linear function itself. This makes creating deeper networks obsolete and limits the
ability of the network to model non-linear physics. Thus it is clear that a non-linear
activation function is generally required.

A key characteristic of appropriate activation functions is their ability to limit the
output magnitude. When the neural outputs are unbounded, instability or satura-
tion during the training of the network might occur degrading the performance of
the network. This happens because during the training process the weights gradients
are heavily influenced by the neuron output values.



Table 2.1: Basic Activation Functions.

Activation Functions

Rectified Linear Unit (ReLU) | f(v) = maz(v,0)

Hyperbolic Tangent (tanh) flv) ===
Sigmoid (o) flv) = H%

Another aspect to be considered is the derivative of the activation function, as they
play a huge role in the training process, by guiding parameter updates. In general,
the derivative should be smooth to ensure stability and convergence.

Finally, there are particular cases, where the output of the network is a probabilistic
quantity where the activation function must have an output range of 0 to 1.

Some of the most common activation functions are presented in Table [2.1

Overall, selecting a suitable activation function is significant, as it affects the ex-
pressive power of the model, the range of the output variable and how the training
unfolds.

2.4 Assembling the network

The neuron simple as it is, has little power by itself. But as often witnessed in nature,
power is in numbers. Interconnected neurons exchange information and coordinate
their computations to extract higher-level representations and capture non-linear
physics. It is the collective intelligence of the many that enables the network to act
smart, learning from the data and making sound predictions.

An ANN is constructed of interconnecting layers of neurons. Each neuron in a
layer is connected to every neuron in the previous, allowing for flow of information.
However, within each layer the neurons don’t communicate with each other, acting
independently based on the previous layer output and their respective weights. This
happens primarily for the sake of simplicity and modularity, as it allows the engineer
to view each layer as a separate entity and also the network can be described by
means of simple matrix multiplications, facilitating the scaling of the system.

The connections between neurons, are basically weights that are multiplied to the
output of the neuron it connects to, making the neuron at the receiving end to get
a weighted sum of the outputs from the previous layer.
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Expanding from Equations [2.1] the activations of each layer can be calculated
knowing the activations of the previous layer, and the weights and biases in between
(chosen by the network) as presented in Figure [2.3]

1 0 0
ag ) W1,0 w11 ... Win ag ) bg )
(1) w w c. Wap (0) (0)
as _ 2,0 2,1 2, as n b,
: : : (2.3)
a%) Wmo Wm1 ... Wmn Ch(lo) bsg)
oV = o (W(O)a(o) + b(O))
Therefore the output of every layer k is:
a® — o (W(kfl)a(kfl) + b(kfl)) (2.4)

Wi Wi W13 W14 Wip

®0® e

Figure 2.3: Combining two layers.

The names of the layers of a network, input, hidden and output reflect their respec-
tive roles.

1. Input Layer: The input layer is in charge of communicating with the external
environment, receiving the decisive features and preparing to forward them to
subsequent layers.

2. Hidden Layers: The hidden layers, remain invisible to the external environ-
ment as no external communication takes place. They are the powerhouse of
the network where most computations take place and they are to thank for
the feature extraction capabilities of the network.

3. Output Layer: The output layer receives the insights of the hidden layers
and produces the output, returning it to the external environment

The difference between ANNs and DNNs is often vague. In general ANNs with
multiple layers and nodes are called DNNs. In Figure[2.4]a small ANN is illustrated,
while in Figure [2.5 a comparatively larger DNN is depicted.
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Figure 2.4: A simple ANN.
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Figure 2.5: A DNN.

2.5 Training the network

Having constructed a network capable to represent complex physics and able to
learn, the following step is to initiate the training process. To train the network a
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training dataset must exist, where the values of the features X of the input layer
and true values Y; of the output layer are known. Based on X the DNN is to make
a prediction Y, that will be compared with the ground truth in order to make the
network perform better.

To be most effective there are some essential concepts of the training method to be
considered. First of all defining the appropriate loss function is crucial as it operates
as a metric based on which the performance of the network is evaluated. Secondly,
computing the gradients of the free parameters (weights) based on the error evalu-
ated allows for weight updates in an informed direction. Lastly, an algorithm must
be deployed to minimize the loss function by adjusting the weight values, in order
to optimize the network for its assigned purpose.

2.5.1 Defining the loss function

Selecting the loss function used to train a network is problem-specific. The loss
function offers a measure of how well the network performs and therefore guides the
optimization process. It must be a metric that quantifies how close the network’s
predictions are in respect to the ground truth.

In general it is a function L(Y;,Y),), where Y; is the ground truth and Y, the predic-
tion, that returns bigger values depending on how far Y, and Y), are. In regression
tasks usually the Mean Squared Error (MSE) and the Mean Absolute Error (MAE)
are used as they are a simple, interpretable quantity, the sum of the errors between
the predicted and the true values passed through either the L1 or the L2 norm.
Mean Absolute Percentage Error (MAPE) takes over when relative errors matter
most.

1. Mean Absolute Error (MAE): The average of the absolute differences
between the predicted and actual values. Gives equal weight to all errors
regardless of the magnitude.

N
1
L=< Y- (25)
=1

2. Mean Squared Error (MSE): The average of the squared differences be-
tween the predicted and actual values. Larger errors are amplified, as they are
squared before averaging.

N
1
L=< I - (26)
=1
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3. Mean Absolute Percentage Error (M APE): The average of the abso-
lute differences between the predicted and actual values relative to the actual
values. Tends to infinity when actual values tend to 0.

N

1

i=1

Y-,
Y,

(2.7)

2.5.2 Calculating the gradients

A DNN can be thought of as a continuous differentiable function, where the input
passes through multiple transformative layers to produce an output. With that in
mind, basic calculus rules apply.

The chain rule, a well known calculus technique, allows for the computation of the
derivative of a composition of functions. Starting from the output layer and moving
backwards, using the chain rule, the gradient of the loss function with respect to
each layer’s output can be computed.

By iteratively applying the chain rule and calculating gradients layer by layer in a
backward fashion, we can assume the direction in which weight adjustment should
improve performance. This process, known as backpropagation [37], enables the
network to learn from the training data and improve its performance over time.

2.5.3 Minimizing the loss function

Having the gradients for the free parameters, the weights and the biases, an algo-
rithm that updates them must be deployed.

In gradient-based optimization problems it is common to use variants of the gradient
descent [36]. Gradient descent is the foundational optimization algorithm used for
minimizing the loss function in most machine learning tasks. It involves changing the
weights in the direction of steepest descent, the direction opposite to the gradient,
at a specified step and recalculating the loss and gradients.

It operates on an iterative manner adjusting the model’s parameters multiple times
to reach the minimum of the loss function. The start is made by an initialization of
the free parameters and convergence is agreed upon specified criteria.

In standard gradient descend the entire training set is used to compute the mean
gradient of the loss function at each iteration. This ensures a more precise approx-
imation of the gradient, but is slow since a pass of the whole dataset is required
before performing the weight update. At the same time, due to having a determin-
istic objective function, getting stuck at local minima is all too common.
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Wpa1 = Wy + 1 - Vi L(w(n)) (2.8)

where 7 the learning rate during the n-th step of the algorithm and V,,L(w(n)) the
newly calculated loss gradient in respect to the old weights.

Stochastic (mini-batch) gradient descent (SGD) on the other hand uses randomly
selected batches, subsets of training data to calculate the gradients and perform
the weight update. In time all samples will be included the same amount in the
optimization process so no bias is induced. It is called stochastic as the batch loss
function becomes probabilistic, since for any different set of samples a different value
and its gradients will be calculated, even if the weights remain the same.

Using a mini-batch allows for weight updates to take place faster. During an epoch,
a full pass of the training set, the gradients are not calculated once but more often,
therefore the optimization is faster and less computationally expensive. Adding
a stochastic component to the equation, acts as noise and enables escaping local
minima, as even if the objective function of a batch B1 reaches a local minimum,
the same objective function for the next batch B2 will have non-zero gradients and
therefore escape the local minimum pitfall.

Adjusting the batch size acts as a lever between stability of the gradient descend
(full pass before updates) and the efficacy of stochastic gradient descent (updates
after every sample).

Wpt1 = Wy + Ny - Vi Lp(w(n)) (2.9)

where 71 the learning rate during the n-th step of the algorithm and V., Lg(w(n))
the newly calculated loss gradient in respect to the old weights for batch B.

In this Thesis the Adaptive Moment Estimation (ADAM) will be used, a variant of
SGD that includes first order momentum calculations [21].

ADAM comes with the best of both worlds. It comes with the stability of momen-
tum methods, that take into account past gradients influence on the current step
and adaptive learning rate methods that dynamically adjust the step size of each
parameter individually based on its own gradients’ history.

ADAM is known for its efficiency and is widely applied due to its adaptive na-
ture, which makes it suitable for a wide range of problems. It typically converges
faster than traditional gradient descent and is user-friendly, requiring minimal hy-
perparameter tuning. Table presents the basic hyperparameters of the training
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Table 2.2: Parameters of the training algorithm.

Parameters

Learning rate Base step size for the gradient descent

Epochs Number of full iterations over the training set
Batch size Number of samples seen per weight update
Validation split | Subset of the training set used for model validation

algorithms.

2.6 Ensuring generalization

When training a network the aim should never be solely to perform well over the
training set but having adequate performance over the test set as well. The network
is not asked to memorize what it has been presented with, but to make informed
predictions over unseen data. The ability of the network to perform well on unseen
data is called generalization and it remains a fundamental challenge in training
ANNSs. Thus many strategies have been developed that can aid in generalization.

2.6.1 Overfitting

A common pitfall, that hinders generalization, when training a network is overfitting.

Overfitting occurs when a model is fit beyond necessity. An overfit model performs
very well during training but when asked to predict on unseen data it underperforms.
An overfit network has learnt the inherent noise in the data and doesn’t actually
understand the underlying physics of the problem. Therefore it can’t perform that
well on unseen data as it takes into account noise that shouldn’t be present.

Overfitting appears in networks that:
1. Are strong enough to learn more than they should

2. Are trained long enough to learn more than they should
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3. Are trained in a static manner that gives them the confidence to learn more
than they should

2.6.2 Small models

An effective approach with a proven impact on aiding generalization is to use smaller
models. Often the simplest explanations that are good enough are explain a phe-
nomenon must be preferred. In the context of ANNs smaller, simpler models are
preferred over more complex models if they perform nearly as well on the given task.

Small models have fewer parameters and are less prone to overfitting during training.
Because they have less learning capacity the are unable to fit all the noise present in
the entire training set to improve their score further and therefore they settle with
capturing the real underlying physics.

Other than aiding in generalization, being less complex allows for faster training
and inference times. At the same time the low computational cost comes in pair
with a lower memory footprint.

2.6.3 Dropout

Dropout is a regularization technique used to improve generalization in DNNs.

A dropout layer has neurons that can randomly be deactivated during training. One
can choose the fraction of neurons that will be off at any training step. By doing this
the network is discouraged from relying too heavily on specific neurons, encouraging
lower weight values and a more uniform distribution accross the many neurons and
creating a more robust network. It is important to note that during inference all
the nodes are on and no dropout is in place, thereby all the predictive power of the
network is unleashed.

2.6.4 Pruning

Pruning is a common technique with the purpose of simplifying and optimizing a
DNN. It involves transforming a fully connected model into a sparsely connected
one, by selectively removing connections from an already trained network. It is
based upon the fact that biological brains are highly sparse [15].

With pruning a fully connected model is transformed into a sparsely connected
one. It involves selectively removing connections from an already trained network
to improve its efficiency, to reduce its memory footprint and accelerate inference
time. Its motivation lays in the fact that many times DNNs appear to be over-
parameterized, meaning that they contain more parameters than needed to describe
the problem at hand. This can result in increased training times and slower inference
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speeds, but also in overfitting. Pruning addresses these issues by identifying and
eliminating redundant components of the network.

Most methods are usually magnitude based. Individual weights in a pre-trained
network are ranked based on their magnitude and the lowest-ranking weights are
removed. This is based on the assumption that the connections with smallest mag-
nitudes contribute the least to the prediction of the network. In this method a
threshold value is selected, below which all weights are pruned.

In other specific cases though, structured pruning techniques are applied, sometimes
even prior to training the network [6].
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Chapter 3

Convolutional Neural Networks

3.1 Introduction

Convolutional Neural Networks are deep learning architectures inspired by the hu-
man visual cortex. They were first used in the realm of image analysis [26], but
their specified processes can be applied to any field where spatial dependencies are
of high relevance in the input data.

CNNs are a subclass of DNNs; and as such, they are similar in a fundamental man-
ner. Where in DNNs there are layers of nodes, in CNNs, there are layers of matrices
(Figure . In both of them, layers receive a linear combination of the previous
layer output and then apply a non-linear transformation through an activation func-
tion. It is this hierarchical structure that enables both of them to capture intricate
patterns.

\

Figure 3.1: DNNs operate using nodes and CNNs operate using channels. A DNN
layer takes 3 nodes and returns 4 nodes (left), while a CNN layer takes 3 channels
and returns 4 channels (right).

Unlike traditional DNNs that fully connect each neuron from one layer to the next,
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CNNs use convolutional filters, basically kernels of weights, that scan the input
spatially, capturing local patterns in small receptive fields. By leveraging param-
eter sharing in the convolutional layers, CNNs significantly reduce the number of
learnable parameters, making them computationally efficient [25]. Reducing the
number of learnable parameters introduces a built-in inductive bias that can guide
the CNN to learn a better approximation and generalize better. This bias is pri-
marily characterized by the assumption of spatial and translation invariance. This
means that a certain pattern (kernel) learned in one region of the input is likely to
be relevant and useful in other regions as well. By encoding this prior knowledge
into the model architecture, CNNs have been proven superior in many tasks such
as image recognition, object detection, and semantic segmentation [26, 25, 27].

In this thesis, Convolutional Neural Networks (CNNs) serve as replacements for tra-
ditional turbulence models in Computational Fluid Dynamics (CFD)-based aero-
dynamic optimizations. Their purpose is to predict the turbulence viscosity (p)
field without the need to solve the computationally expensive differential equations
utilized by conventional turbulence and transition models. Unlike Deep Neural
Network (DNN) approaches [23], which solely rely on information from individual
mesh elements, CNNs integrate flow and geometrical data from neighboring mesh
elements, aiming to enhance prediction accuracy.

3.2 Basics of the Architecture

To gain a first understanding of the CNN architecture, the image processing paradigm
is ideal as it is intuitive and commonplace.

Consider an RGB image with H x W pixels. The image configuration is represented
by three H x W matrices, one for each of the three channels R (red), G (green),
and B (blue). The values range between 0 and 255, reflecting the intensity of the
basic colors in each pixel. In short, the form of the input data consists of tensors,
multidimensional matrices with a shape of (H, W, (), where H is the height of the
image, W the width of the image, and C' the number of channels in the input field
(typically 3 in the realm of images).

Let’s take a small 100x100 multicolor image and try to process it through an ANN.
The input tensor has a size of 100 x 100 x 3, therefore an input layer of 30 thousand
nodes would be required. Even an excessive 10-fold reduction to the next layer,
would require a second layer of 3 thousand nodes, resulting in 9 million free pa-
rameters in just the first 2 layers. That is a prohibitive number for most DNNs;,
not to mention the impossibility of creating a 30k x 3k matrix of unique elements.
Therefore, another approach must be investigated.

Two crucial concepts, related to the statistical properties of an image’s pixel values
can be used to our advantage.
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1. Locality of Pixel Dependencies:

e The locality of pixel dependencies underscores that the relationship be-
tween pixels is typically stronger for nearby pixels than for those farther
apart.

e This implies that examining relationships within small local areas is more
valuable for understanding image patterns.

e Therefore connections between far apart pixels are not required.
2. Stationarity of Statistics:

e Stationarity of statistics in the context of images suggests that certain
statistical properties, such as mean, variance, and correlation, remain
relatively constant across different regions of an image.

e Because of that features learned in one part of an image can be applicable
in other parts [25].

e Therefore no different parameters are required to treat different parts of
one image.

Convolutional Layers, layers performing convolutional operations, fully exploit both
of these concepts, as they operate on tensors using kernels, small windows that in-
dicate the neighborhood of a given pixel. These kernels are used as filters sliding
through matrices to produce new matrices, where each new value is a linear combi-
nation of the neighboring values. In the context of image processing, Convolutional
Layers can detect simple features like edges, corners, or textures by convolving over
the picture values. The deeper in the network, the more sophisticated the features
that can be detected. Usually, when referring to a Convolutional Layer, one includes
the convolution operation that, using the layer’s kernel, performs a linear combina-
tion, as well as the activation layer that applies the activation function inserting the
non-linear element in the network.

Most CNNs are employed with some kind of downsampling operators, usually Pool-
ing Layers. These aim to reduce the spatial dimensions of the feature maps by
considering regions and selecting representative values for each one. This not only
reduces the computational burden of the network but also encourages the network
to focus on more high-level features, filtering out minor details and aiding in gen-
eralization. Understanding that there are 4 red pixels in a fine-grained region is no
more helpful than knowing 1 red pixel is in its equivalent downsampled region. At
the same time, since many CNNs only require a low-dimension output (classification
tasks), downsampling allows for a smooth transition.

Occasionally, CNNs may use upsampling operators to invert the dimensionality re-
duction realized by Pooling Layers. These are often used when the network is re-
quired to output higher-dimension outputs (depth maps, segmentation maps, etc.),
therefore restoring the spatial dimensions is necessary [4].
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3.3 Convolutional Layers

Figure presents an example CNN. Similar to a DNN, the input layer contains the
inputs that are successively passed through the hidden layers to reach the output
layer. In this illustration, each square represents a matrix A, and each connecting
line represents a convolution C' using a trainable kernel K.

Each matrix in a layer is produced as follows: a 2D convolution is performed on each
matrix of the previous layer, and the resulting matrices are summed element-wise.
The resulting matrix is then passed through an activation function f, similar to the
process in DNNs.

input hidden layer

layer output |~ [~ €y

layer mEEl Gy

ﬁw S =
I = ¢ 1,3 (1)
ﬂi&:"/ﬁ\ IS [ G
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Figure 3.2: An example of a Convolutional Neural Network (CNN). Each square
represents a matriz A, and each connecting line represents a convolution C using a
trainable kernel K.

3.3.1 The convolution

The convolution is a fundamental mathematical operation that can be applied in
matrices.

It involves sliding a filter, the kernel, over the input matrix in a systematic manner
and computing the element-wise dot product between that and the region of the
input it overshadows. Performing this process with the same kernel across all loca-
tions in the input matrix results in a feature map that highlights the presence of
specific patterns. The size of the filter kernel is usually much smaller than the input
as it is used to extract localized information. The type of patterns to be highlighted
are determined by the values of the kernel. For example:

1 2 1
e A |0 0 0| kernel is used to detect horizontal edges and a
-1 -2 -1
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-1 0 1
e A [—2 0 2| kernel is used to detect vertical edges in an image.
-1 0 1

In mathematical terms the convolution performed on an input tensor I of size
(H,W,C), where H,W are the spatial dimensions of the input and C the channels, by
a kernel K of size (Hy,W,C) produces the a 2-dimensional feature map F as follows:

C hi Wi
F(i,j) =) ( > < > (I(z‘+h,j+w,c)-K(h,w,c)))) (3.1)

c=1 \h=—h, \w=—wj

for i € [hy, H — hy] and j € [wy,, W — wy], with fy, = 2271 and wj, = W=

It is interesting that the number of elements in the convolutional kernel is Hj x
Wi x C, independent of the input’s spatial dimensions W, H.

In Figure [3.3] a convolution is performed on a 2D matrix. In a similar manner the
convolution is performed in 3D.

01[1]1]0/0]0}
olo[1][1][1]0]0] . 143141
ojof{o[1]1][1]0 1101 112/4(313
0/0[0[1]1]0[0 = 1/0] = [172]3]4]1
olo[1{1|ofo]o| ~.f1fo]1]|. -~ |1[3[3]1]1
0o[1[1({0[0[0]0 313[1[1]0
1|1]o]ofof0]0
I K I+K
(7T x7) (3 x 3) (5 x5)

Figure 3.3: The Convolution Operation on a 2D matriz. From [3])].

The convolution operator needs access to hy cells below and above and wy, left and
right of the cells to be convolved. Therefore in a plain convolution the shape of
the matrix is set to be reduced by (H, — 1) and (W) — 1) in height and in width
respectively as to accommodate for the convolution of the boundary cells. This is
often disorienting when successive convolutions take place, so padding techniques
are employed to counteract, as discussed in a following section.

In a convolutional layer, convolutions are performed multiple times using the input to
create multiple feature maps. That is because alternate representations are needed
to grant the necessary representational power to the network. The number of feature
maps, or the size of the output channel axis is a defined parameter similar to the
number of nodes in the hidden layers of a DNN. This number determines the number
of convolutions to take place, or the number of filter kernels to be used therefore it
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can be referred to as filters. So at each convolutional layer the number of weights
incorporated is:

N=H,xW,xC;xC, (3.2)

where (Hy, W}) the kernel shape and C;, C, the depth of the input and output tensor
respectively.

This behavior is presented in Figure [3.4] where kernels of different colors have the
same shape, but use different weights to produce different feature maps.

input image
or input feature map

A E—
I ——

—

output feature maps

—

Figure 3.4: Multiple convolutions in a Convolutional Layer create different feature
maps. From [3})].

3.3.2 The kernel weights

In a Convolution Layer the weights of the kernels performing convolutions are learn-
able parameters. That is because we require the network to be intelligent enough to
find the kernels that detect the most representative features and the patterns that
create the most informative maps in regards to the task at hand.

In the same way that weights in a DNN allow the network to learn, in a CNN it is
the kernel weights that possess the required neuroplasticity.

The convolution operation in CNNs leverages the concept of parameter sharing. The
same filter weights are used across the entire input space along the spatial dimensions
H,W. This parameter sharing reduces the number of learnable parameters, making
the network computationally efficient and allowing it to generalize better. Using
the same kernel to slide across the entire matrix, also introduces the invaluable
property of spatial invariance, where patterns are recognized irrespective of their
exact location in the input, a property crucial for image recognition tasks.
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3.3.3 Strides and padding

In practice, the convolution operation can be customized by introducing stride and
padding parameters.

Padding, as mentioned before, is of high importance as it allows to preserve spatial
dimensions after convolution. If no padding is added to the input, the convolutional
kernels are only applied to positions where the kernel can fit entirely around the
pixel. This results in a boundary of dead pixels after each convolution, therefore
decreasing the spatial dimensions of the feature maps, as illustrated in Figure |3.5|
This reduction may lead to the loss of valuable information, especially when there
is such in the edges of the input.

(5 x 5) with padding (5 x5)
0/0{0[0[O|O|0O
0{0{1{1({0(0|0O 012{0]1(0
0{0({0|1](0|0]0 1 1 1111311
0/{0{0|0[1(00| =* 110 = |0|1|1]|2|1
0[{0({0|0[1|0]0 1 1 01112122
0[{0{0|1[{1(0|0 0]0(2(1|1
0/0{0[0O[O[0O|0O
(5 x 5) without padding (3 x 3)

0[1/1]{0]0

0[0j1]0/0 1 1

0{0{0]1|0 * 110] =

0[0{0]1(0 1 1

0{0j1}1}(0

Figure 3.5: Using padding retains spatial dimension. Convolution without prior
padding results in lower spatial dimensions, as a boundary of dead pizels appears.

Furthermore, when no padding is applied, after each convolution the output map’s
dimensions are determined by the size of the convolutional kernel. Therefore it is
harder to keep track of the feature maps dimensions, especially when multiple layers
are stacked, needlessly hindering the design process.

Padding is applied in a way that the feature map after the convolution retains the
dimensions of the input. For a unit-stride convolution, the padding size can be

determined by just the kernel size as (Hg_l, %)

There are three main categories of padding:
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. Zero Padding: Zeros are added around the input feature map.

Mirror Padding: The mirrored reflection in respect to the edges is added
around the input feature map.

Replicate Padding: The border pixels are duplicated to provide the padding.

Stride determines the step size at which the filter moves over the input. A larger
stride results in smaller feature maps with less overlap, as each pixel belongs in a
smaller number of neighborhoods. Larger strides also reduce the number of compu-

tations proportionally, enabling faster training and inference times.

Finally, non-unit strides reduce the spatial dimensions of the feature maps, effec-
tively downsampling the data. It should be considered that the number of weights
is not affected by the stride size, therefore the representative power of the network

is not affected.

Figure [3.6] showcases how different stride convolutions scan through a matrix.

Stride size = (1,1)

wy |y | wy | as | as ay |ay | w3 | ws | as ay | Gz [ @y | Wy | Wy
Wy | Wp | Wy | A9 | G10 Q¢ | Wy | Ws | Wy | Q10 Qg | A7 | Uy | Wy | g
Ay | Qg | @ig | A14 | A15 a11 | @Quz | Qug | Wig | A15 a1 | Q12 | Qg | @ig | W
Q16 | @17 | A18 | A19 | G20 Q16 | A17 | A18 | A19 | A20 Q16 | A17 | A18 | A19 | A20
Q21 | G22 | A23 | Q24 | G25 Q21 | 22 | Q23 | G24 | A25 Q21 | G22 | Q23 | Q24 | G25
Stride size = (2,2)
Wy | Wy | Wy | A4 | A5 G | G2 | ay | Wy | Ws Gy | G2 | a3 | Q4 | A5
Wy | Wy | Wg | Qg9 | A10 ag | a7 | ay | wy | g ag | a7 | ag | ag | ayg
@y | Qug | g | A14 | A15 ai1 | Q12 | Qug | Qug | @iy @4y | Wz | W3 | a14 | Q15
Q16 | A17 | Q18 | G19 | G20 Q16 | Q17 | Q18 | A19 | A20 g | Wy | Wi | A19 | G20
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Figure 3.6: Showcasing how stride works.
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3.3.4 Stacking convolutional layers

Stacking convolutional layers by itself yields no benefit. As the convolution is a
linear operation, a combination of convolutions is still a convolution. Therefore,
only a linear combination of the input tensor can be produced this way.

The non-linearity is introduced by applying an activation function to each pixel
following each convolutional layer. The activation functions are no different than
the once used in DNNss.

With appropriate non-linearities included, stacking convolutional layers offers an
impactful approach to extracting meaningful features from the input. In one sense
more layers mean more kernel weights, therefore more learning capacity. In another,
the sequencing allows for deeper and deeper representation to take place.

Moreover the accumulation of layers expands the network’s receptive field. With
every convolution the neighborhood of a given pixel is broadened. As a pixel is
influenced by its neighboring pixels defined by the kernel, it then becomes part of a
larger neighborhood that affects subsequent pixels through subsequent convolutions
(Figure . This progressive widening of the field of view enhances the network’s
perception and enables it to detect large scale patterns.
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Figure 3.7: Stacking convolutions increases the field of view.
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3.3.5 Comparison to a Fully Connected Layer

A convolutional layer can be thought of as a heavily pruned fully connected layer.
Consider a feature map A of shape (4,4) that is convolved into feature map B of
shape (4,4) using a (3,3) kernel K.

During convolutions, different cells (corner, edge or central) use a different number
of cells from the previous layer to perform a crossproduct as seen in Figure [3.8|
The 4 corner pixels of B are connected with 4 of A’s pixels, the 8 edge pixels are
connected with 6 of A’s pixels and the 4 middle pixels are using the entire kernel
being connected with 9 pixels from A. Therefore the total number of connection N¢o
are:

maid edge corner

Noe=4%9+8%6+4%4 =100 (3.3)

But thanks to parameter sharing the number of parameters is even less, just the
number of kernel elements, in this case 9.

Ny =3%3=09 (3.4)

To fully connect these two feature maps, first they would be flattened and then each
of B’s 16 elements would be connected to each of A’s 16 elements, with distinct
weights acting as connections. So both the number of connections and the number
of weights would be 256, as depicted in Figure 3.9

Therefore even in this simple example by leveraging the convolution operator there is
a 60% reduction in connections and a 95% reduction in free parameters. Reduction
in connections acts as pruning, allowing for a more coherent flow of information and
aiding in realising better representations. Having less free parameters, in some sense
reduces the design space, the total possible weight combinations and simplifies the
optimization performed by stochastic gradient descent.

3.4 Downsampling and Upsampling

Downsampling and upsampling techniques provide CNNs with the ability to man-
age spatial dimensions effectively, allowing for the modification of granularity and
enabling the network to perceive both local details and global context despite the
local nature of convolutional operators.
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Figure 3.8: Performing cross-products on different cells.

3.4.1 Downsampling

Downsampling is an operation that summarizes over a spatial neighborhood [39]. Tt
is often executed through Pooling Layers that trim the spatial dimensions of feature
maps by selecting representative values from local regions. The region is defined by
a pooling kernel that works in a way similar to the convolutional kernel. The strides
define how much the kernel moves and the method of selecting the representative
values is user-defined.

1. Max Pooling chooses the largest value in the region as a representative value
to further in the next layer (Figure [3.10)).

2. Average Pooling takes the mean of the values within the region, so that
each pixel contributes to the following layer. (Figure |3.11]).

In Figure |3.12| a pooling operation over multiple feature maps is presented. Square
regions in the original matrices are mapped to a single point in the downsampled
matrices.

Downsampling offers a dual advantage — it reduces computational load and improves
generalization.
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N¢ = 256 connections
Ny = 256 discrete weight values

Figure 3.9: Fully connecting feature maps.
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Figure 3.10: Maz Pooling.

By trimming the spatial dimensions the convolutional kernels are required to scan
through a smaller input, therefore reducing the number of calculations required. As
the sum-product is performed at each pixel, reducing the number of pixels to half
reduces the number of calculations to half.

By selecting representative values from local regions it encourages translation in-
variance. It ensures that the network recognizes features irrespective of their precise
positions in the input, as the appearance of said features becomes more important
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Figure 3.12: Pooling multiple feature maps. From [{5].

than the exact pixel region where they appear.

3.4.2 Upsampling

Upsampling techniques are used to reverse the effects of downsampling and restore
lost spatial information. This is of high importance in tasks where high-dimension
outputs are required. In image segmentation [35] and generation [49] the network
should reinstate the initial spatial dimensions as a per pixel prediction is required.
In super-resolution tasks [I0] the CNN is asked to produce an even larger image
than the input it received so by definition upsampling is required.

Upsampling methods, like transposed convolution and bi-linear interpolation, ex-
pand the dimensions of feature maps, allowing the network to generate outputs
with higher resolution.

1. Bi-linear interpolation is the most straightforward of the two. It involves
inserting new pixels with values assigned by considering the weighted average
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of the neighboring pixels in the original feature map. It is computationally
efficient and produces smooth feature maps, but since it contains no learn-able
parameters, it struggles where sharp non-linear transitions take place.

2. Transposed Convolution, also known as deconvolution, is the main learn-
able approach to upsampling feature maps. They allow the network to learn
the best way to upsample rendering them superior in tasks requiring precise
spatial information.

In Figure [3.13] an upsampling operation over multiple feature maps is presented.
Small regions in the original matrices are mapped to larger regions in the upsampled
matrices.

original upsampled
feature maps feature maps
’ (-

T [ ]

Figure 3.13: Upsampling multiple feature maps.

3.4.3 Skip connections

Upsampling operations are often accompanied with skip connections, connections
that allow the flow of information from the primitive layers into later layers of the
network without any alteration, addressing some of the more common obstacles
faced during training.

Skip connections are basically shortcuts within the network. Unlike traditional feed-
forward network that use a strictly sequential flow of information, skip connections
connect non-adjacent layers skipping the layers in between (Figure [3.14)).

The main motivation for their design was to address the vanishing gradient problem
in very deep networks, where weight gradients start to get incredibly small during
backpropagation, leading to slow or even stagnant convergence. Skip connections,
provide a shortcut for the gradients to flow to these more primitive layers they
connect to, limiting the vanishing gradients and facilitating faster training.

At the same time skip connections encourage feature reuse by enabling earlier layers
to contribute to the final prediction. In a way it allows the network to choose
whether to use lower or higher level features aiding in generalization.
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Figure 3.14: A simple skip connection. From [3])].

Residual networks [19], the pioneering architectures that included skip connections
use them, inside the residual block, a block of convolutional layers were the input is
also added to the last layers output.

U-Net [35] is a popular architecture for tasks like image segmentation and medical
image analysis. It employs skip connections to combine low-level feature maps from
encoder layers with high-level feature maps from decoder layers, enabling precise
segmentation.

3.5 Training

The training of a CNN is identical to that of a DNN. The same loss functions can
be used and the network can be considered as a differentiable function. Utilizing
the chain rule the gradients are calculated and using the common gradient-based
optimization algorithms the best weights can be achieved.
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Chapter 4

Evolutionary Optimization

4.1 Evolutionary algorithms

Evolutionary Algorithms (EAs) constitute a class of optimization algorithms in-
spired by the mechanisms of biological evolution. These algorithms are particularly
effective in solving complex optimization problems where traditional methods may
struggle.

The fundamental concept involves mimicking the process of natural selection [8] to
iteratively improve a population of candidate solutions over generations. Starting
with an initial population, randomly or otherwise selected, all individuals are evalu-
ated based on a pre-defined objective function. ”Survival of the fittest” is ingrained
in the process, as the best-performing individuals are selected to reproduce. Re-
production, executed through probabilistic recombination of parents, employs user-
defined functions to generate the next generation. Any offspring might be born with
a mutation, introducing diversity to the algorithm. This process is repeated until
either a certain number of generations is reached, or the best-performing individual
is deemed good enough.

The main advantages of Evolutionary Algorithms are presented below:

1. Global Optimization: Evolutionary Algorithms (EAs), utilizing global pop-
ulations, are capable of exploring the solution space entirely [13], therefore
easily avoiding being trapped in local optima. This wide perspective enhances
the likelihood of finding the best solution across the entire search space.

2. Adaptability: Evolutionary Algorithms exhibit a high degree of adaptability,
as they do not require access to the source code, making them particularly
well-suited for dynamic and changing problem environments [24].
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3. Parallelism: EAs can be easily parallelized since they operate with popula-
tions, where each member can be independently calculated [14]. This allows
for the exploration of multiple solution paths concurrently, making them a
perfect fit for modern parallel computing architectures, tackling large-scale
optimization problems.

4. Versatility: One of the notable strengths of EAs lies in their versatility.
These algorithms are based on low-level math operations and that makes them
applicable to a wide range of problems and domains [48]. That adaptability
makes them a go-to choice for various applications.

5. No Need for Derivatives: Finally, unlike most traditional optimization
methods that rely on derivatives of the objective function to determine the di-
rection of parameter updates, EAs operate without requiring derivatives, using
collective intelligence. This characteristic makes them applicable to problems
with non-differentiable or discontinuous functions or simply functions hard to
differentiate, expanding their utility to a broader class of problems. [13]

4.2 The Evolutionary Algorithm SYstem Software
- EASY

The Evolutionary Algorithms SYstem (EASY) software [18], developed by PCOp-
t/NTUA, serves as a versatile optimization tool for solving single or multi-objective
problems, including constraints. Utilizing a (i, \) EA approach, EASY incorporates
both stochastic and deterministic optimization methods, supports various optimiza-
tion schemes and includes distributed, asynchronous, and hierarchical Evolutionary
Algorithms , while granting users a high degree of control through tunable parame-
ters.

EASY introduces the integration of low-cost surrogate evaluation models, such as
RBF Networks, functioning as online-trained metamodels, as well as, the use of
external off-line trained metamodels establishing the framework for Metamodel-
Assisted Evolutionary Algorithm (MAEA) optimization.

4.3 Components of an Evolutionary Algorithm (EA)

Evolutionary Algorithms (EAs) have a complex architecture, consisting of several
different components that grant them the power to tackle complex optimization
problems. Understanding these components is essential for understanding the me-
chanics of EAs and why they are able to improve solutions over generations.
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Encoding

Encoding plays a fundamental role in Evolutionary Algorithms (EAs) as it defines
the language through which the algorithm communicates and represents potential
solutions within the population. In essence, encoding is the method by which can-
didate solutions are translated into a format that the EA can manipulate.

Most common encoding methods are Binary, where the genome is represented as a
string of binary digits, and Real where vectors of real numbers represent individuals.
Binary-Gray on the other hand, is a variant of binary encoding where adjacent
numbers in the encoding scheme differ by only one bit. This can help in preventing
large changes in the phenotype when small changes occur in the genotype.

In this thesis, Real Encoding will be used.
Population

A population in an EA is any set of candidate solutions to the optimization prob-
lem that are evaluated using the objective function [13]. In the (u, ) EA, during
each generation, the parent population p is created by the offspring population A
by the selection mechanism and in turn produces new offspring through means of
crossover and mutation. An initial offspring population is required, usually created
by randomly sampling the design space.

In this Thesis, the parent and the offspring population will contain 4 = 10 and
A = 24 individuals respectively.

Objective Function

The objective function F', is the metric that evaluates the performance of each
individual solution. Minimizing this objective function acts as the goal, driving the
algorithm toward solutions that fulfill the optimization criteria.

Selection Mechanism

The selection mechanism is inspired by nature’s ”survival of the fittest.” It deter-
mines the individuals from the current population that will be chosen to reproduce
and contribute to the next generation. Choosing the ratio between parents and
offspring determines the selective pressure inside a population.

Selection methods include, rank-based approaches, where only the top N candidates
are allowed to reproduce and probabilistic approaches, where all members of the
population are given a chance to reproduce, but probability is assigned proportion-
ally to the fitness of each individual.

In this Thesis, tournament selection will be used, with a tournament size of three.
For each of the y parents to be selected, three of the A offspring will be randomly
chosen to enter a tournament where the fittest of the three will be promoted to the
parent population.
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Crossover

Crossover entails the creation of new individuals by combining genetic material from
selected parents. The crossover mechanism controls how the genetic information of
two or more parents is split and recombined to produce offspring. This process aims
to create more fit individuals by combinining beneficial traits from well-performing
candidate solutions.

In this Thesis, every offspring is produced from 3 parents, using the Simulated
Binary Crossover [9].

Mutation

Mutation is the random alteration of the genetic information of an individual. It is
an element that introduces new characteristics to the population, ensures diversity
and facilitates escaping local optima. At the same time, introducing mutations
disrupts the deterministic nature of selecting the initial population. Regardless of
the initialization, the introduction of mutations ensures that the algorithm is potent
to explore the entire design space.

The mutation rate determines the probability of a mutation occurring in an individ-
ual. Adjusting it, tunes the balance between deterministic and stochastic behavior,
explorative and exploitative nature of the EA.

In this Thesis the initial mutation rate is 5% and it is increased when 10 consecutive
idle generations occur.

Termination Criteria

Termination criteria determine when the population should stop evolving. Common
criteria include reaching a specified number of generations or calls to the evalua-
tion software, often based on available computational resources. Terminating when
reaching a specified number of idle generations or when the population diversity
drops under a given threshold [I3], works to avoid incurring further computational
costs when additional improvements become negligible. Finally, termination based
on achieving a satisfactory fitness level might be employed when a ”good enough”
solution is sufficient.

4.4 Structure of an Evolutionary Algorithm (EA)

The structure of an Evolutionary Algorithm follows a series of steps, guiding the
optimization process. Within the (u, A\) EA three populations coexist in any given
generation g. The population of A offspring S9*, the population of ;i parents S9+
and the population of elite individuals S9¢, where the e best solutions are stored.
The list below outlines the key steps in the structure of a (u, A) EA [17]:
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1. Initialization: Generate an initial population of offspring S%* ( randomly or
using a predefined method) and assess the fitness of each offspring F(S%),
according to the objective function.

2. Termination Criteria: Define criteria to determine when the algorithm
should stop evolving and repeat steps 3 to 7 until these criteria are met.

3. Elite Selection: Renew the elite population S9¢!, with the best canditate
solutions from S9*U S9¢. If no offspring fitter than the elites is presented, the
elite population remains the same.

4. Elitism: Replace candidates of S9* with a number of elites from S9°.

5. Parent Selection: Choose individuals from S9* to serve as the parents for
the next generation in S9T1#. Selection methods may include probabilistic
approaches or rank-based methods.

6. Recombination and Mutation: Form the new generation of offspring S9-,
by combining genetic material from members of S9*1# and randomly mutating
some of the produced offspring.

7. Evaluation: Evaluate the fitness of the new offspring population. F(S9+14)

Figure [4.1] illustrates the basic structure of a (i, \) EA.

4.5 Metamodel-Assisted Evolutionary Algorithms
(MAEA)

Metamodel-Assisted Evolutionary Algorithms (MAEA) represent a subset of Evo-
lutionary Algorithms (EAs) that harness metamodels to speed up optimization pro-
cesses. Metamodels, being regressors, can approximate the objective function for
any candidate solution directly from its genome, without calling the often costly
Problem Specific Model (PSM). This addresses the challenge of EAs requiring a
large number of software evaluations to initiate improvements, as most of them can
be performed by the metamodels.

The metamodels can be trained either offline, using examples of candidate genomes
and the corresponding objective function values, or online using candidates from
previous generations evaluated by the PSM.

EASY [18] uses online-trained Radial Basis Function (RBF) metamodels. During a
MAEA optimization, the first couple generations are all evaluated using the PSM,
to form an initial database for the RBF to train on. Then the RBFs approximate
the objective function of new candidate solutions and only the most promising are
accurately evaluated using the PSM, at the same time enriching the database the
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Figure 4.1: Basic Structure of a (u, A\) Evolutionary Algorithm.

RBFs are trained on. As the optimization progresses and the distribution of candi-
date solutions evolves, the RBF metamodel can adapt by refining its approximation
of the objective function within regions of interest.
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Chapter 5

The NLF0416 Isolated Airfoil

This chapter revolves around the shape optimization of the NLF0416 isolated airfoil,
with the primary objective being to minimize drag. To achieve this, the geometry is
parameterized using volumetric Non-Uniform Rational B-Splines (NURBS), and the
optimization process is conducted using the EASY software of the PCOpt/NTUA.

The uniqueness of this study lies in the adoption of two different evaluation software:

1. PUMA-TM uses PUMA [3], the in-house GPU accelerated flow analysis soft-
ware, to solve the Reynolds-Averaged Navier-Stokes (RANS) equations using
vertex-centered finite volumes, where the turbulent viscosity j; is computed by
solving numerically the one-equation Spalart-Allmaras (SA) turbulence model
[43] and the two-equation Smooth v — Regy, transition model [33].

2. PUMA-CNN uses PUMA to solve the RANS equations, but y; is computed
directly from a CNN using geometrical and flow data as inputs.

Given that the NLF0416 is designed to retain laminar flow as much as possible
over its surface and the effect of transition on the performance characteristics, two
distinct optimizations are conducted with different objectives each. The first aims to
directly minimize drag using it in the objective function. In the second, the distance
between the leading edge and the point of transition over the suction side, is used as
the objective function. Maximizing this quantity aims to extend the laminar area,
anticipating a reduction of drag in the process.

The purpose of using these two objective functions is to assess whether they will
converge on the same or similar airfoil shapes.
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5.1 The NLF0416 Airfoil Case

The NLF0416 airfoil belongs to the NASA Low-Speed Family of airfoils and was
developed as a part of their research into aerodynamic designs. It is applicable in
the subsonic range of speeds. The NLF designation stands for ”Natural Laminar
Flow”, revealing its aim of retaining laminar flow as much as possible over the airfoil.

The profile of the NLF0416 can be seen in Figure A 705 x 97 C-type mesh
was generated in a radius of more than 1000 chords around the airfoil to accurately
model the air body. The PUMA code, however, uses the above structured grid as
an unstructured one.

0.10 A1
0.05 1
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£ 0.00-

—0.05 1
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0.0 0.2 0.4 0.6 0.8 1.0
Figure 5.1: The NLF0416 Airfoil.

For this case, the airfoil is simulated under the conditions shown in Table 5.1l To
study the effect of the angle of attack on the transition from laminar to turbulent
flow, the simulations were conducted for a = 0.02° and o = 2°. The RANS equa-
tions are solved, and turbulence is modeled using the Spalart-Allmaras (SA) model
coupled with Piotrowski & Zingg’s Smooth v — Reg; transition model.

The resulting aerodynamic coefficients after convergence are presented in Table [5.2]
The drag coefficient (Cp) is broken down to its two components, the friction drag
coefficient Cp r and the pressure drag coefficient Cp p. Cp s accounts for the shear
stresses acting on the surface of the airfoil, due to the viscosity of the fluid, while
Cp,p results from the different static pressures around the blade. Notably, Cp ¢
constitutes almost 80% of the total Cp for both angles, highlighting the significant
impact of transition delay on drag reduction.

Table 5.1: NLF0416 Case Conditions.

Flow Conditions

Chord length ¢ 0.609 m
Mach number M, 0.1
Reynolds number Re, 3.997 - 10°
Turbulence Intensity 71, 0.0015
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Table 5.2: Aerodynamic Coefficients for the Baseline Geometry.

Angle of Attack o, 0.02° 2°

Drag Coefficient C'p 5.30-1073 5.80-1073
Friction Drag Coefficient Cp ; 4.15-1073 4.31-1073
Pressure Drag Coefficient Cp p | 1.15-1073 1.49-1073
Lift Coefficient C}, 4.88-107" 7.21-1071
Moment Coefficient C)y; 1.08 - 1071 1.10- 1071

The pressure and friction distributions along the airfoil blade for a = 0.02° and
« = 2° are presented in Figures [5.2] and respectively.
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Figure 5.2: Pressure distribution along the baseline geometry. C, starts at 1 at the
leading edge, where stagnation occurs, and decreases further along.
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Figure 5.3: Friction distribution along the baseline geometry. As the angle of attack
increases, transition begins earlier on the suction side and later on the pressure side.

In the C, graph, throughout the chord length, the C), on the pressure side remains
higher than on the suction side, generating lift. For a = 2° (red), the gap between
C) on the pressure side and C), on the suction side is larger, resulting in increased
lift.
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In the C} graph, sudden jumps indicate the transition from laminar to turbulent
flow. For o = 0.02° transition occurs at approximately 40% of the chord on the
suction side and at approximately 60% on the pressure side. For o = 2° transition
begins earlier on the suction side and later on the pressure side.

The friction coefficient in the turbulent regions differs significantly between the two
sides, being nearly twice as high on the suction side, reaching 0.005, compared to
0.0025 on the pressure side post-transition. Thus, delaying transition on the suction
side is considered favorable, as not only more room for delay exist, since transition
occurs earlier, but a transition delay on the suction side results in a more substantial
reduction in total friction than an equal one in the pressure side.

From this point forward, the analysis focuses on the airfoil at an angle of o = 0.02°.

5.2 Shape Parameterization

The parameterization of the airfoil shape has a dual significance. Initially, it serves as
the introduction of the design variables within stochastic optimization via EASY.
Subsequently, the same design variables can form the basis for the creation of a
database (DBeyn) used to train the CNN to predict the turbulence field gy, re-
placing the numerical solution of the turbulence and transition equations of the
RANS.

To achieve airfoil parameterization, volumetric Non-Uniform Rational B-Splines
(NURBs) were used. Specifically, the box depicted in Figure is employed. Red
points are free-to-move, while blue points are fixed. The free points are allowed a
10% range of displacement along the vertical and an 8% range of displacement along
the parallel direction in respect to the chord. Thus, 30 design variables are utilized,
two for each of the 15 control points.

To create the training database, the Latin Hypercube Sampling (LHS) is used.
Using LHS the design space is explored to generate 80 different geometries. The
corresponding flow fields are computed using PUMA to solve the RANS, the SA
and the v — Reg, transition model, to form DBcyy. The 80 airfoils, depicted in
Figure [5.5] surround the baseline geometry denoted in red.

Having access to D Boyy provides insights into the design space of the optimization
algorithm. Figure [5.6| displays the values of the six quantities of interest for all
geometries within the database. The values are sorted from small to large, with
the corresponding value for the baseline geometry denoted in red, and some of the
constraints later imposed on the optimization filled in gray.

As about 20 out of the 80 airfoils have a lower Cp than the baseline, it appears
that although the baseline is relatively well-optimized concerning drag, room for
improvement still exists. In regards to C';, and C';, the baseline falls right in the
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Parameterization of the NLF0416 airfoil using NURBs
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Figure 5.4: Parameterization of the NLF0416 airfoil. The free-to-move control

points are marked in red and are allowed to move +10% wvertically and +8% hori-
zontally, within the gray boxes.

Baseline

Figure 5.5: The 80 airfoil profiles from DBonpn (in black) surrounding the baseline
geometry (in red). The parameterization can create an airfoil profile roughly within
the area in black. This plot is not in scale.

middle, with approximately 40 blades having higher and 40 blades having lower
values. Regarding the transition point on the pressure side, it is evident that prior
optimization has taken place, as fewer than 10 of the 80 geometries transition later
and even then, only slightly. For the suction side, less than half of the geometries
transition later, indicating a potential increase. Regarding the area of the blades,
the baseline occupies a central position, as anticipated, given its role as the baseline
of the NURBs lattice used to generate the other geometries. Simultaneously, the
smaller blade is no more than 5% smaller than the baseline, affirming that the
parameterization can only produce blades within the area constraints.

The possible inputs to the CNN include geometrical information, nodal coordinates
z = (x,y) and wall distances W, as well as flow data, the density field p, the
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Figure 5.6: Distribution of quantities of interest in DBonpyn. For each plot the
database is sorted based on the specific quantity plotted. As a result, there is no direct
correspondence between the plots based on the geometry number.

pressure field P, the velocity vector field uy = (u,v). The strain rate S and the
vorticity magnitude €2 are also included, acknowledging their significance in turbu-
lence modeling. While these last two quantities, related to the gradients of the flow
data, can be directed produced from the flow fields, including them aims to provide
valuable intel to the CNN, to understand the underlying physics faster. It should
be emphasized that the CNN operates on entire fields, using the complete flow and
geometrical fields across the entire grid as inputs and producing the p; field as out-
put. This approach contrasts with DNNs that operate on an element-wise basis,
receiving values for individual nodes and returning the corresponding p, value for
each node separately.

Table 5.3: Pool of inputs and output of the CNN.

Inputs Output
eNodal coordinates xy, eTurbulent Viscosity p
eDensity p

ePressure P
eVelocity vector wuy
eVorticity €2

eWall distance Wy
eStrain Rate S

It is a standard practice to scale the input and output quantities before provid-
ing them to any artificial network. Given that different input parameters operate
at different scales, combining them effectively can prove challenging unless scaling
precedes. Scaling also plays a role in safeguarding against issues like vanishing or
exploding gradients during the training phase.
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Min-Max scaling (Equation was chosen to scale the inputs and the output, as it
is simple, efficient and preserves the original relative relationships, unlike standard-
ization which distorts the inputs. This scaling method linearly adjusts data to a
range of 0 to 1, in contrast to standardization, which transforms data into a normal
distribution centered around 0 with a standard deviation of 1.

B Qmaz - szn (51)

xT

Here, Qin and (... represent the minimum and maximum values of the input
fields ) present on DBcyy -

5.3 CNN configuration

The CNN was developed using python’s TensorFlow [I], a tensor manipulation
framework with a focus in Deep Learning. The CNN will be trained to predict
the p; field, based on the available from the solution of the RANS flow fields and
the geometrical data.

Due to its numerous parameters the number of distinct CNN architectures is prac-
tically limitless, therefore, to navigate the realm of possible architectures, certain
assumptions were made:

1. The number of channels at any hidden layer should be a power of 2.

2. The number of channels at a given hidden layer is either double (during ex-
pansion) or half (during compression) that of the previous layer.

3. All convolutions are performed using a uniform kernel size.

4. All layers follow the same principal format (Conv-ReLU-BatchNorm)

5.3.1 Preprocessing data from PUMA

As previously mentioned, the mesh utilized in this study adopts a C-type structured
configuration, comprising quadrilateral elements. A structured mesh is logically
rectangular [47], exhibiting a grid-like pattern and can be conveniently represented
through a (i, j) annotation (or (i, j, k) in three dimensions). Although PUMA treats
the mesh as unstructured, the structured representation is required for the CNN to
operate, as it can then consider the mesh as an image, where each node corresponds
to a pixel. The mesh is formed by 97 iso-n lines along the stream-wise direction
and 705 iso-¢ lines along the span-wise direction. Therefore the input tensor for the
CNN takes the form of a (97, 705, ¢) tensor, where ¢ is the number of utilized flow
fields.
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Figure illustrates an example C-type mesh surrounding the NLF0416 airfoil and
the equivalent rectangular mesh in the & — n coordinate system. Green highlights
the split-line, blue represents the outflow, gray corresponds to the airfoil, and red
signifies the far-boundary. Iso-£ lines are dashed, and iso-n lines are continuous.

| ¥ Far-bound B 0 Split-line [ Out . Aijrfoil

Figure 5.7: C-type mesh around the NLF0416 airfoil in the physical (x —y) and the
computational (§ —n) system. Green: split-line, Blue: outflow, Gray: airfoil, Red:
far-boundary. Dashed lines: Iso-£, Continuous lines: Iso-n.

This transformation converts every node in the physical x — y coordinate system
to another in the computational £ — 7 system and is applicable to any flow field to
create the equivalent rectangular representation. Figure displays the pressure
field in both domains. In the & — n system, moving from left to right, increased
pressure occurs at the trailing edge of the pressure side, with a slightly decreased
pressure following on the rest of the pressure side. The maximum pressure occurs
at the leading edge, while the minimum pressure is observed over the entire suction
side, followed by pressure recovery afterward.

The same transformation is applied to the y, field as seen in Figure [5.9]

Transforming all nine potential input fields and the output field, as illustrated in
Figure |5.10] clarifies the CNN’s objective: to predict the turbulent viscosity across
the entire mesh at once, leveraging the nine available flow and geometrical fields.

5.3.2 Kernel size comparison

This analysis investigates the impact of varied kernel sizes—1, 3, 5, and 7—within
two consistent CNN architectures of different depth. Figure illustrates one of
them, reaching a depth of 128 channels on the fourth hidden layer. The core elements
of the CNN (activation functions, batch normalization etc.) remain uniform, while
the training method remains consistent, to ensure a fair comparison.
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Figure 5.8: Pressure field transformation between physical and computational do-
mains.
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Figure 5.9: Turbulent viscosity field transformation between physical and computa-
tional domains.

Figure [5.12] illustrates how kernel sizes of 1, 3 and 5 operate on a matrix. A kernel
with a size of 1 considers only the corresponding input value, not allowing inter-pixel
communication. Kernels of size 3 and 5 incorporate neighboring input values in a
square region around the reference element. For a 3x3 kernel, the central element
and its 8 nearest neighbors contribute to the output, while a 5x5 kernel involves
the central element and its 24 nearest neighboring elements.

The use of a 1 x 1 kernel presents a unique case, as it does not allow for inter-
pixel communication, essentially functioning like a DNN being applied to each mesh
element separately. This equivalent DNN, containing nodes instead of channels and
receiving/providing values instead of fields, with the same architecture is also tested.

Figure |5.13| illustrates the training progress for the different model configurations.
The increase in kernel size from 1 to 3 exhibits notable reductions in both training
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Figure 5.10: Input and output fields for the CNN.
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Figure 5.11: One of the standardized architectures used for all 4 configurations.
Studying the influence of a certain parameter in isolation from all others is crucial in
research and development.

and validation losses. However, further increases to 5 and 7 yield marginal improve-
ments in training loss, but noisier validation losses. Additionally, the deeper network
model demonstrates slightly smaller losses overall.
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Figure 5.12: Kernel sizes of 1, 3 and 5 operating on a matriz. Fach element in a
layer is computed by applying the kernel to the corresponding region around it, (red
area) in the previous layer.
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Figure 5.13: Training losses across kernel sizes. Increases from 1 to 8 kernels show
notable decreases in losses, but further increases to 5 and 7 exhibit minor improve-
ments.

Comparing the DNN and the CNN using 1 x 1 kernels, it is evident that they follow
similar but not identical loss curves. Given their shared architecture, the differences
observed can be attributed to variations in initialization, batch partitioning, and
other related training nuances.
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Figure presents the relationship between free weights and training times across
various configurations. The number of parameters grows quadratically concerning
kernel size, while training time exhibits a more exponential increase.

Notably, the CNN with a 1 x 1 kernel and the DNN exhibit different training times,
with the former being trained approximately 30% faster. This can only be attributed
to inherent differences in computational efficiency, including diverse performance

characteristics in matrix multiplication and GPU utilization, between the DNN and
the CNN architecture.

Mumber of Parameters for Different Kernel Sizes Time per Epoch far Different Kernel Sizes
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Figure 5.14: Number of free weights and training times. Number of free weights grows
quadratically with kernel size, while training time exhibits an exponential increase. The

CNN with a 1 x 1 kernel requires 30% less training time compared to the equipotent
DNN.
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Table provides detailed metrics, showcasing the resulting losses, the free weights,
and the training times for the CNN models utilizing different kernel sizes.

Table 5.4: Losses, number of free weights and training times for CNNs using different
kernel sizes.

Model CNN25 CNN2s56
Kernel Losses Free Time Losses Free Time
Size Weights | per Weights | per
epoch epoch
1 3.18/5.47| 23k 0.98 2.49/5.22| 91k 1.62
3 1.70/3.32| 198k 1.48 1.29/3.06| 789k 3.30
5 1.27/3.33| 546k 5.10 1.24/3.31| 2.2m 13.3
7 1.27/2.71| 1,07m 7.69 1.55/2.91| 4.3m 24.0
Model DNN 28 DNNoys6
4.13/4.10] 23k 1.34 3.58/3.47] 91k | 245
Corresponds to Kernel Size 1 in CNN




5.3.3 Final Architecture

Based on the insights from subsection the kernel size of the CNN is 3. This
combined with the assumptions made earlier, narrowed down the possible architec-

tures. Through trial and error the final architecture was derived, as described in
Table B3

Table 5.5: Training and Architecture Parameters.

Architecture
Inputs x,y, p,u,v, 2,8, Wy
Hidden layers 12
Channels per layer 16 - 32 - 64 - 128 - 256 -

512 - 256 - 128 - 64 - 32- 16 - 8
Kernels 3x3
Activation, Padding, BatchNorm ReLU, Zero, Yes
Training Parameters

Loss Function Mean Absolute Error
Optimizer Adam
Learning Rate le-4
Batch Size Dynamic (1 to 5)
Validation Split 10%

The CNN was trained using the 80 geometries in D Beyy in three steps, incorporat-
ing progressively larger batch sizes. As suggested by recent studies [42], an increased
batch size can have a similar effect to lower learning rates, potentially aiding in the
model’s generalization capabilities.

In Figure [5.15 the progression of the training loss across the three training steps
is visually depicted. The first 500 epochs utilized a batch size of 1, followed by the
next 500 epochs with a batch size of 3, and the final 300 epochs with a batch size of
5. Larger batch sizes were unattainable due to memory limitations. The observation
reveals that after increasing the batch size, the gap between validation and training
losses decreased. The transition from a batch size of 3 to 5 did not bring about
dramatic changes, but the curves became less noisy.

Evaluating CNN performance traditionally involves comparing its output with ac-
tual values over a test set. However, in this scenario, accurately predicting only the
i field isn’t sufficient. With the CNN integrating with PUMA for shape optimiza-
tion, ensuring the generalization performance of the entire system (PUMA-CNN),
that solves the RANS using PUMA and produces p; using the trained CNN, becomes
crucial.

Evaluating the performance on the baseline geometry is critical, as it not only rep-
resents the midpoint of the Latin Hypercube Sampling, but also serves in the ini-
tialization of the optimization algorithm. PUMA-CNN predicted a Cp 5.4% lower
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Figure 5.15: Progression of training loss across three training steps with increasing
batch sizes. The training was performed on a GeForce RTX 2070 GPU with the total
cost amounting to approximately 3.5h.

than the actual and C7, and Cy; 1.4% and 1.1% higher. The actual coefficients and
the errors can be seen on Table 5.6

Table 5.6: Comparison of Drag, Lift, and Moment coefficients: PUMA-CNN wvs
PUMA-TM.

Metric PUMA-CNN PUMA-TM Relative Error

Drag 0.00503 0.00532 —5.4%
Lift 0.49537 0.48821 +1.4%
Moment 0.10947 0.10833 +1.1%

Figure |5.16| illustrates the y, field surrounding the baseline airfoil, as computed by
both PUMA-TM and PUMA-CNN, along with the errors between the two evalua-
tions. No errors are apparent on the suction side, while some error appears on the
pressure side. The most significant differences accumulate in the wake region behind
the airfoil.

Recognizing that performance on a single geometry might not suffice, a set of 9
additional geometries was generated similarly to how D B¢y was formed. For these
geometries, the prediction errors in C'p and the discrepancies between produced and
actual Uy curves were assessed. In Figure the actual and predicted values of
drag are compared for the 9 geometries. PUMA-CNN consistently underestimates
drag by an average of 5.5%.
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Figure 5.16: Comparison of p field between PUMA-TM (top) and PUMA-CNN
(middle), highlighting the differences (bottom,).

In evolutionary optimization, the ranking of solutions is more important than the
actual values, thus showing how well PUMA-CNN ranks the potential solutions is
equally or more important. Figure presents the ranking comparison between
PUMA-TM and PUMA-CNN. Figures and depict the C} distributions
produced by PUMA-TM (in red) and PUMA-CNN (in blue).

For the suction side (Figure , the point of transition is accurately predicted
in all but one geometry. Before transition, in the laminar area, the error between
predicted and actual C; is minimal, while after transition PUMA-CNN struggles
more as it produces an oscillating curve, a token of the more complex turbulent
physics.

For the pressure side (Figure [5.20)), although transition is predicted earlier using the
CNN, both in the laminar and in the turbulent area the C; values are accurately
predicted by the CNN.

5.4 Shape Optimization

The shape optimization utilized MAEA-based optimization via EASY. Two opti-
mizations with distinct objectives were conducted: one aimed at minimizing drag,
while the other focused on maximizing the laminar area, by maximizing the distance
between the leading edge and the transition point on the suction side (7'Psg). The
latter served as a surrogate objective for the evolutionary algorithm, acting as a
proxy for the primary goal of reducing drag.
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Figure 5.17: PUMA-CNN underestimates the drag for all test geometries. The Mean
Relative Error is 5.52% over the 9 geometries.

M

CHN

0.006

0.005 4

0.004

0.003 4

0.002 4

0.001 4

0.000

0.005 4

0.004 4

0.0032 4

0.002 4

0.001 4

Q.000 =

3 0

2 8 7 4 5

Figure 5.18: Comparison of solution rankings between PUMA-TM and PUMA-CNN.
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0.0050 T E -

. 0.0025

Q.0000

0.0050
v 00025

0.0000

00050

g 0.0025

955
755
7599

0.0000

i 4 - ! L& A - e 4 It i s o
Qo 025 050 075 1.00 000 025 050 075 1.00 000 025 450 075 1.00
%o *e *c

Figure 5.19: Comparison of C; over the suction side for the 9 test geometries.
PUMA-CNN in blue vs PUMA-TM in red.
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Figure 5.20: Comparison of Cy over the pressure side for the 9 test geometries.
PUMA-CNN in blue vs PUMA-TM in red.

Each of the two optimizations will be performed using, two different evaluation soft-
ware, the original PUMA-TM and the Al-driven PUMA-CNN, which has a lower
computational cost. So, in total, the 4 optimization schemes of Table are con-

ducted.

Table 5.7: The 4 optimization schemes.

Objective Using TM Using CNN
Min. Drag PUMA-TM-DRAG PUMA-CNN-DRAG
Max. Lam. Area | PUMA-TM-TRANS | PUMA-CNN-TRANS

The same settings are imposed on EASY for all 4 schemes as described in Table[5.8|.
As for the constraints, retaining approximately the moment and at least the lift of
the reference airfoil was imposed; next to them, an additional inequality constraint
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was to not reduce the area of the airfoil below 90%.

As presented in Section [5.2] in the 80 patterns the CNN was trained on, approxi-
mately 25% of them displayed a lower Cp value than the baseline. However, when
considering all the imposed constraints (moment, lift, and area), only 4 of the train-
ing patterns (5% of the total) actually outperformed the baseline, and these improve-
ments were marginal, with Cp values no more than 2% lower than the reference.
Therefore, employing an EA to optimize the airfoil becomes necessary to achieve
substantial improvement.

Table 5.8: Settings and Constraints for the evolutionary algorithm.

Settings
Coding Real
Parents 10
Offspring 24
Number of Elites 5)
Principal Component Analysis (PCA) | Yes
Meta-Model Assistance — Inexact Pre-Evaluation

Type RBF _IFs
Minimum DB entries to start 50
Minimum not failed DB entries 30
Patterns for training 35 — 55
Exact evals. per generation 2-3
Extrapolate prediction No
Non-dimensionalize prediction Yes
Idle generations for IPE pause 5

Constraints
Crr 2> Carvase — 0.04, Car < Chyrpase + 0.04
C(L Z CL,base
A>0.9- Apase

TP-Specific Constraints
TP, PS Z 0.32m
Objective Function

max. 1T Pgg to maximize the laminar area
min. Cp to minimize drag

5.4.1 Optimization with the PUMA-TM software

The PUMA-TM software handles the complete set of RANS equations: the 4 mean
flow equations, 1 turbulence equation, and 2 transition model equations. Each
evaluation using PUMA-TM is referred to as a Time Unit (TU). Both optimization
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schemes, PUMA-TM-DRAG, and PUMA-TM-TRANS terminate after reaching 500
TUs.

Figure |5.21] illustrates the evolution of various quantities across the two optimiza-
tion schemes. Blue indicates optimization aimed at delaying transition, while red
indicates optimization focusing on drag reduction. All data points respect the set
of constraints. Both optimizations achieve a substantial reduction in drag, with
PUMA-TM-DRAG exhibiting a slight advantage. Interestingly, despite no incen-
tive for PUMA-TM-DRAG to increase T Psg, it is increased by the same amount as
the transition-focused PUMA-TM-TRANS.
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Figure 5.21: FEvolution of relevant metrics throughout the optimization using PUMA-
TM. Drag is reduced and transition is delayed on the suction side. Lift and area respect
the set of constraints. An optimization aimed at delaying transition on the pressure
side (green) shows decreased performance.

In the same plot, an optimization aimed at delaying transition on the pressure side,
instead of the suction side, is also included in green. This optimization achieved no
decrease in C'p despite increasing the laminar area on the pressure side by approx-
imately 5% of the chord. This is because the transition point on the suction side
moved closer to the leading edge, so any decrease in Cp ¢ on the pressure side was
offset by an increase in Cp ; on the suction side.

Elitism within the evolutionary algorithm enforces a monotonic evolution of the
goal quantity. In the PUMA-TM-DRAG scheme, a consistent decrease in Cp is

59



anticipated, while the PUMA-TM-TRANS scheme is expected to exhibit a constant
increase in T Psg. Despite these expectations, both Cp and T Psg evolve almost
monotonically for both schemes. Reductions in drag appear to be accompanied by
delayed transition.

Exploring these behaviors involved generating normalized plots for C'p and T Pgsg,
where both quantities decreases, as —1 Pgg is plotted. Figure illustrates the
hand to hand evolution of the two quantities.
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Figure 5.22: Progression of Cp and T Psg.

The scatter plot of C'p against T Psg, as depicted in Figure |5.23] was created, and
linear regression was performed. The results highlight a linear relationship (R? >
0.9) between the two quantities for both optimization schemes. This encourages the
idea that T'Psg can indeed work as a proxy to reduce drag.

Figure shows the C distribution for the best solutions compared to the baseline.
Both optimized geometries experience delayed transition on the suction side. How-
ever, on the pressure side, only PUMA-TM-DRAG achieves a later transition. It’s
worth reminding that the transition point on the pressure side holds less influence
on drag, as explained earlier.

Figure displays the profiles of the three airfoils. PUMA-TM-TRANS barely
alters the pressure side, retaining it nearly identical to the baseline, aligning with
its objective to delay transition solely on the suction side. Conversely, PUMA-TM-
DRAG appears to refine the airfoil by thinning the pressure side. Both schemes
expand the suction side, particularly in the middle section.

5.4.2 Optimization with the PUMA-CNN software

The purpose of implementing PUMA-CNN is to reduce the computational cost. Un-
like PUMA-TM, which requires solving three additional differential equations (one
for turbulence and two for transition modeling), PUMA-CNN utilizes a convolu-
tional neural network (CNN) to calculate turbulence ;.
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Figure 5.23: Correlation between Cp and T Psg values for all generations. A cor-
relation coefficient above 0.9 proves a linear relationship between the two variables

across both schemes.

Friction coefficient comparison between baseline and best solutions
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Figure 5.24: Friction coefficient along the baseline and the optimized blades. Transi-
tion is delayed significantly in the suction side of both optimized blades. The pressure
side of the blade produced by PUMA-TM-TRANS, transitions earlier than the baseline

and the blade produced by PUMA-TM-DRAG.

PUMA-CNN demonstrates computational efficiency by completing an evaluation
in approximately 5.5 minutes, which is only 63% of the required by PUMA-TM 9

minutes. This aligns with the expected improvement, given the reduction in the
number of differential equations solved, from 7 to 4 (4/7 = 57%).

Certainly, this efficiency gain comes with costs. The CNN underwent training on
a dataset consisting of 80 airfoils and was further validated with an additional 10,
all solved by PUMA-TM. The training of the network took a total of 3 hours and
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Alrfoil comparison between baseline and best solutions
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Figure 5.25: The profile of the optimized blades in comparison to the baseline. Both
optimized blades have a "bloated” suction side. PUMA-TM-DRAG thinned the pres-
sure side, while PUMA-TM-TRANS barely changed it at all. This plot is not in scale.

18 minutes, equating to 22 PUMA-TM evaluations. Therefore any optimization
using PUMA-CNN starts with a capital cost of 112 TUs. Table [5.9| summarizes the
computational costs of the two softwares.

Table 5.9: Computational costs for PUMA-TM and PUMA-CNN.

Software Cost for DB Cost to train Cost per run
PUMA-TM 0 0 1 TU = 8m 55s
PUMA-CNN 90TUs 3h 18m 5m 36s
CNN/CFD 90TUs 22TUs 0.63TUs

Maximizing Laminar Area

PUMA-CNN-TRANS is called to delay transition on the suction side, maximizing
the laminar area. The scheme ran for 500 evaluations using PUMA-CNN, reaching
a cost of 427TUs, including the training cost settled at 112 TUs.

The optimization progress is presented in Figure [5.26, in comparison with the equiv-
alent optimization using PUMA-TM. During the optimization, four solutions of the
AT driven PUMA-CNN were reevaluated using PUMA-TM, to guarantee that no
large errors appear. The drag was underestimated by approximately 5% through-
out the evolution, as anticipated based on validation results. T'Psg was predicted
accurately for all but the final solution, where PUMA-TM unveiled an even later
transition.

The optimized airfoil created by PUMA-CNN outperformed that of PUMA-TM and
was reached 15% faster, utilizing 75 fewer TUs, over the course of the optimization.
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Maximizing Lam. Area : PUMA-CNN vs PUMA-TM
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Figure 5.26: Optimization progress for mazximizing laminar area using PUMA-CNN-
TRANS compared to PUMA-TM-TRANS. PUMA-CNN-TRANS achieved later tran-

sition (goal) and lower drag coefficient. All data points respect the set of constraints.

Minimizing Drag

PUMA-CNN-DRAG in employed to minimize Cp, in contrast to PUMA-CNN-
TRANS that was used to maximize T Pgsg. The scheme run for 500 evaluations
using PUMA-CNN] to cost a total of 427TUs.

The optimization progress (if no retraining was planned) is presented in Figure
Unfortunately, the prediction errors of PUMA-CNN grew significantly, reach-
ing 10%. Despite that, thanks to the regular re-evaluations of the best-so-far solu-
tions, the increase in errors was detected as early as 6 generations in, at approxi-
mately 170 TUs (including training costs). Therefore, the optimization was halted,
and retraining was performed. An optimization branch where no retraining is per-
formed is also presented, to highlight the profit gained from halting, retraining and
restarting the optimization. This branch, as presented in Figure [5.27] reaches an
optimized airfoil with a Cp of 0.00502, 5.2% lower than the baseline.

The objective of the retraining procedure starting at 170 TUs is to enhance the
performance of PUMA-CNN over the five best candidate geometries.The original
CNN tested over these five best canditate geometries (at 170 TUs) exhibited a
Mean Absolute Relative Error of 10.9%.

To assess whether it was just a matter of insufficient training on the original dataset,
the CNN was initially retrained for an additional 300 epochs using the original train-
ing method over D B¢y without including the five new geometries, something that
did not bring any improvement. Afterwards, an alternative approach was tested,
where the CNN was retrained on the original dataset for 300 epochs, but using
MAPE as the loss function over MAE. This approach, led to a decrease in the av-
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Minimizing Drag : PUMA-CNN vs PUMA-TM
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Figure 5.27: Optimization progress for minimizing drag using PUMA-CNN-DRAG
compared to PUMA-TM-DRAG. All data points respect the set of constraints.

erage error over five geometries to 3.7%, despite not conducting actual training on
them.

Following this, a second retraining was performed, this time including the five new
geometries, using MAPE as the loss function. Unlike many approaches that rely
on database enrichment for retraining, here the network was trained solely on the
new geometries, to limit computational cost. To ensure that the network does not
deviate significantly from the weights that initially showed good performance over
the original database, a very low training learning rate (le-7), compared to the
original (le-4) was used. 1500 epochs were performed and the error over the new
geometries was reduced to 2.1%.

The error for each geometry, for the original and the models produced after the first
and second stages of the retraining are presented in Figure [5.28]

The total cost of retraining amounts to just less than 10TUs. The cost of gener-
ating the five geometries, was not considered, as they were produced during the
optimization, making the solved flow fields readily available.

In Figure the optimization progress, with and without retraining is presented,
along with the PUMA-TM-DRAG scheme. The results highlight the improvement
achieved through the retraining process, as the retrained branch finds a solution on
par with the one PUMA-TM reached.

5.4.3 Comparison of the 4 optimization schemes

This section goes into a detailed analysis of the performance exhibited by the baseline
and the five optimized airfoils. The key metrics include the two objectives, C'p and
T Psgs.

In Figure the Cp and T Pgg values for each optimized airfoil are presented
in comparison to the baseline results. Reductions in drag, ranging from 5.2% to
9.6%, and delays in transition by 10% to 21%, are observed. PUMA-CNN-TRANS
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emerges as the top-performing scheme, both in minimizing drag and maximizing
laminar area. The comparison is more than fair, as PUMA-CNN-TRANS required
427 TUs to finish the optimization, in comparison to 490 TUs for PUMA-CNN-
DRAG and 500 TUs for the PUMA-TM optimizations.

Camparison of CD and TP_S5 for Different Blades
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Figure 5.30: Comparison of Cp and T Pgg for each optimized airfoil relative to the
baseline. Significant reductions in drag and delays in transition are evident. PUMA-
CNN-TRANS demonstrates superior performance.

In Figure the drag components are deconstructed in bar charts. All optimiza-
tion schemes successfully reduced both friction and pressure drag. Friction Drag
witnessed reductions of up to 0.4 - 1073 for PUMA-CNN-TRANS and pressure drag
was reduced by a maximum of 0.14 - 10~2 for PUMA-TM-DRAG. This chart also
highlights the big percentage of friction drag in the total drag (around 80%), and
therefore the importance of delaying transition to reduce drag.

Figure depicts the best airfoil, generated by optimization using PUMA-CNN
with the objective of maximizing laminar area, and the baseline airfoil. The CY
curves for both the pressure and suction sides are also presented. The optimized
airfoil appears thicker after the midpoint on both sides, and the start of the suction
side is noticeably thinner. Additionally, transition is delayed on both sides, with a
more pronounced delay on the suction side, aligning with the optimization objective.

Figure presents the intermittency 7 contours for the baseline (top) and the
optimized airfoil (bottom). Yellow represents a « value near 1, indicating turbulent
flow, while purple and blue hues indicate laminar and transitional flow. Yellow
regions dominate the contour, indicating that the flow is turbulent everywhere except
in the boundary layer just above the airfoil, where the flow remains laminar before
transition. It can be observed that the optimized geometry achieves a later transition
compared to the baseline geometry, as was the goal of the optimization.

In Figure [5.34] the pressure contours are shown. The pressure distribution just
above the suction side has changed, with the area of minimum pressure decreasing
in height but increasing in length. The pressure distribution on the pressure side
and at the leading and trailing edges remains largely unchanged.
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Figure 5.31: Breakdown of drag components for all optimization schemes. Both
friction and pressure drag were reduced in all schemes.
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Figure 5.32: Comparison between the geometries and the Cy curves of the best and
the original airfoils. The optimized geometry appears thicker after the midpoint on
both sides and thinner at the start of the suction side. Transition is delayed on both
stdes, more notably on the suction side.

5.5 Optimization with different RNG

5.5.1 PUMA-TM

To assess whether maximizing the laminar area can reliably surrogate minimizing
drag, the optimization experiments were repeated using different random number
generator (RNG) seeds for the EASY algorithm. The original optimization with
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Figure 5.33: Intermittency v contours for the baseline (top) and optimized (bottom,)
airfoils. Yellow (v = 1) indicates turbulent flow, while purple and blue (v < 1) indi-
cate laminar and transitional flow. The optimized geometry shows a delayed transition
compared to the baseline, on the suction side.

Figure 5.34: Pressure contours for the baseline (top) and optimized (bottom) airfoils.
The suction side shows a change in pressure distribution, with a decreased height and
increased length of the minimum pressure area. The pressure side and the leading and
trailing edges remain largely unchanged.

RNG1 was compared against two additional runs, RNG2 and RNG3 using both the
|max. TPgg| and the |min. Cp| objective functions.

Figure illustrates the progress of drag (Cp) and transition point (T'Psg) for the
three RNGs. The blue line represents the original RNG1, while the red and green
lines correspond to RNG2 and RNG3, respectively. The top part of the Figure shows
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the evolution of Cp, while the bottom part illustrates T'Psg. The left side contains
the |max. TPgg| schemes, while the right side the |min. Cp| schemes.

It is evident that RNGI1 yielded sub-optimal solutions for both goals, drag and
transition, as both RNG2 and RNG3 outperformed it. Comparing based on Cp,
setting the objective function to [max. TPgg| proved superior. Although it reached
a slightly worse solution in the RNG1 run, for RNG2, it achieved a significantly
better solution and performed equally well for RNG3.

Interestingly, the evolution of T Psg using the drag-focused scheme for all RNGs is
almost monotonic. The clear elitism in the evolution of C'p is also evident in T Pgg,
confirming that drag reduction is typically accompanied by transition delay.

Maximizing Lam.Area Minimizing Drag
00052 4N _ — RNG1 | --- RNG1
' & ; RNG2 \ = | -—- RNG2
s \ RNG3 Ae=-a ! --- RNG3
1 =€

100 200 a0n A0 500 100 200 ann 00 500
Evaluations Evaluations

Figure 5.35: FEvolution of Cp and T Psg for different RNGs. Using |max. TPgg|
as the objective function (left) leads to better solutions than using |min. Cp| (right).
Final Cp (top) is lower for RNG2, RNG3 and slightly worse for RNG1. As for T Psg
(bottom) using it as the goal leads to a later transition for all 8 RNG runs.

In Figure [5.36] the same optimizations are presented separately based on the RNG
run. The top part shows Cp, and the bottom part shows T'Pss. The plots are
arranged from left to right, representing RNG1 to RNG3. Continuous lines denote
|max. TPgg|, while dashed lines represent |min. Cp|. For RNG1 the best solution
for both C'p and T'Psg in the initial population coincides, so the same second gen-
eration is produced. The elite on the second generation is also shared, but for the
third generation a better individual is produced in the |max. TPgg| scheme. For
the RNG2, even from the random initialization the elites differ. Interestingly in
RNGS3, the elite selection returns the same individual for the 8 first generations, and
only after 87 evaluations the evolution plots start to diverge, as an elite that is not
best in both Cp and T Pgg is produced.

In Figure the correlation between Cp and T Psg is further validated. Both
quantities are normalized using the minimum and maximum values observed in all 3
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Figure 5.36: Optimization results for different RNGs. Maximizing T Psg (con-
tinuous) proves superior to minimizing Cp (dashed). For RNGI1 (left) |min. Cp)|
achieves an 8.7% reduction compared to 7.4% from |max. TPgg|. For RNG2 (mid-
dle) |max. TPgg| outperforms, reaching a 13% reduction compared to 9.6%. For
RNGS3 (right) both schemes produce a 12.5% reduction.

RNG runs. The x axis represents the normalized Cp and the y axis the normalized
T Pss. The data points for the elites of all generations are linearly fitted. For
all six optimizations strong linear behavior is observed. The |min. Cp| oriented
optimizations (bottom) present a higher correlation than the |max. TPgg| runs

(top).
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Figure 5.37: Scatter plot showing the correlation between normalized C'p and T Pgg
for different RNGs and objective functions. Top: |max. TPgg|, Bottom: |min. Cp]|.

Additionally, the resulting flow coefficients and transition points for the three RNGs
and both schemes are summarized in Table 5.10
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Table 5.10: Flow coefficients and points of transition for best solutions for all dif-
ferent RNGs and objective functions.

RNG Goal CD CL OM TPSS TPPS
1 TTPgs | 490 | 491 1.06 | 0.452 0.593
1 1 Cp 483 | 490 | 1.04 | 0.456 0.608
2 T TPgs | 460 | 499 | 1.09 | 0.501 0.623
2 1 Cp 4.78 | 4.96 1.04 0.462 0.612
3 TTPgs | 462 | 494 | 1.10 | 0.503 0.609
3 1 Cp 4.63 | 491 1.04 0.496 0.614

In conclusion, this analysis suggests that using transition delay as a surrogate goal
for drag reduction, within a shape optimization, can lead to equal or even superior
solutions in terms of drag minimization.

5.5.2 PUMA-CNN

To ensure that PUMA-CNN can reliably perform as an evaluation tool for an opti-
mization using EASY, the same numerical experiments were repeated using PUMA-

CNN.

In Figure [5.38] the three optimizations with Cp as the objective functions are pre-
sented, along with the reevaluations using PUMA-TM. In Figure the three
optimizations with T'Psg as the objective are presented, along with the reevalua-
tions using PUMA-TM. Finally, in Table the resulting Cp and T Psg values
are presented for all optimizations, with the three different RNG values, using both
PUMA-TM and PUMA-CNN as the evaluation software and with the goal function
being either Cp or T Psg.

RNG1 - PUMA-CNN-Drag RNG2 - PUMA-CNN-Drag RNG3 - PUMA-CNN-Drag
' -#- Reeval -#- Reeval. -#- Reeval.
00052 * TPss=0.2789 b * TPs=0.286 * TPs=0.3064
' Cn=0.004891 e Cn=0.00478 Cn=0.00461
0.0050 :
&) %] %]
0.0048
0.0046
D 200 400 200 400 200 400
Evaluations Evaluations Evaluations

Figure 5.38: Comparative analysis of optimizations with Cp as the objective func-
tion, re-evaluated using PUMA-TM.
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Figure 5.39: Comparative analysis of optimizations with T Psg as the objective func-
tion, re-evaluated using PUMA-TM.

Table 5.11: Flow coefficients and points of transition for best solutions for all dif-
ferent RNGs and objective functions, using both PUMA-TM and PUMA-CNN.

PUMA-TM PUMA-CNN
RNG Goal CD TPSS CD TPSS
1 TTPgs | 490 | 0.452 | 4.79 | 0.475
1 1+ Cp 483 | 0456 | 4.89 | 0.457
2 1T TPgs 4.60 0.501 4.79 0.472
2 1+ Cpb 478 | 0462 | 4.78 | 0.469
3 TTPgs | 4.62 | 0.503 | 4.74 | 0.478
3 + Cb 4.63 | 0496 | 4.61 0.502

5.6 Conclusions

The findings of this analysis can be summarized in the following.

e CNNs can be used as turbulence closures to replace the Spalart-Allmaras tur-
bulence and the v — Rey, transition model effectively, reducing the evaluation
time by approximately 40%, during a shape optimization of the NLF0416 air-
foil. In cases where no retraining was required, PUMA-CNN completed 500
evaluations in approximately 425 TUs which is 15% less than the budget of 500
evaluations allowed for PUMA-TM-based optimizations, including the costs of
initial training and database generation. Notably, the best-performing airfoil
(9.6% drag reduction) was produced by a PUMA-CNN-based optimization,
demonstrating that this method can yield superior results at a lower compu-
tational cost.

e CNNs incorporating information from neighboring mesh elements showed im-
proved accuracy in predicting p; compared to DNNs that work in an element-
wise manner. The use of 3 x 3 kernels in CNNs enabled effective inter-element
communication, halving the training loss compared to equivalent DNNs while
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only marginally increasing training time.

Larger kernel sizes (5 x 5 and 7 x 7) do not provide the expected performance
gains relative to 3 x 3 kernels. The disproportionate increase in training time
outweighs minor improvements in accuracy, making 3 x 3 kernels the best
choice.

Implementing regular re-evaluations using PUMA-TM during PUMA-CNN-
driven optimizations enables early detection of increasing errors, allowing for
targeted retraining on best-so-far solutions. This restores the CNN perfor-
mance allowing the optimization to proceed effectively.

When using PUMA-TM across three RNG seeds, having T'Psg as the objective
function consistently yielded equal or superior results in terms of both C'p and
T Psg. This suggests that maximizing T'Pgsg can serve not only as an effective
surrogate for minimizing C'p, but potentially as a superior objective function,
capable of discovering even better solutions.
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Chapter 6

The S8052 Isolated Airfoil

6.1 The S8052 Airfoil Case

The S8052 is an airfoil, developed and tested by the University of Illinois at Urbana
Champaign Low-Speed Airfoil Tests (UTUC LSATS) team, as part of their endeavor
to achieve performance improvements in airfoils used on powered remote control

aircraft [2§].

The profile of the S8052 can be seen in Figure [6.1, along with the camber line, at
an angle of 2°. The airfoil is modelled using a 705 x 97 C-type mesh and the flow is
solved by the PUMA code, that handles the structured grid as an unstructured one,
solving the RANS and 3 additional differential equations from the Spalart-Allmaras
turbulence model and the Piottrowski&Zingg’s Smooth v — Reg; transition model

[33].
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Figure 6.1: The S8052 Airfoil.

For this case, the airfoil is simulated under the conditions shown in Table [6.1l The
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initial simulations are conducted for the airfoil on two different angles of attack,

a = 0° and o = 2°, and the resulting coefficients after convergence are presented in
Table 6.2

The friction drag coefficient Cp ¢, the drag component accounting for the shear
stresses on the surface of the airfoil, is approximately 80% of the total drag coefficient
Cp, highlighting the expected benefit of delaying transition.

Table 6.1: S8052 Case Conditions.

Flow Conditions

Chord length ¢ 1 m
Mach number M., 0.1
Reynolds number Re,, 2.29 - 106
Turbulence Intensity 77 0.005

Table 6.2: Aerodynamic Coefficients for the Baseline Geometry.

Angle of Attack o, 0° 2°

Drag Coefficient C'p 4.76 -1073 5.37-1073
Friction Drag Coefficient Cp; | 3.98-1073 4.28 1073
Pressure Drag Coefficient Cp p | 0.78 1073 1.09- 1073
Lift Coefficient Cp, 1.72-1071 3.99-107!
Moment Coefficient C); 3.01-1072 3.10- 1072

The friction distributions along the airfoil blade for @« = 0° and o = 2° are presented
in Figure[6.2l For o = 0° transition occurs at approximately 60% of the chord both
on the suction side and on the pressure side. Increasing the angle to 2° results in
earlier transition on the suction side (approximately 40%) and later transition on
the pressure side (approximately 70%).

0.006
baseline @ 2°
0.004 1 baseline @ 0°
0.002 / ==
T YT ’
5 0.000 fomoe.
| — Cf@55]2°
~0.002 1 ' T ——- Cf@PS|2°
]
_0.004 }—21 — Cf @SS | a=0°
i -=- Cf@PS | a=0°
—0.006 T T T T T T
0.0 0.2 0.4 0.6 0.8 1.0

xfc

Figure 6.2: Friction distribution along the baseline geometry. As the angle of attack
increases, transition begins earlier on the suction side and later on the pressure side.

From this point forward, the analysis focuses on the airfoil at an angle of a = 2°.
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6.2 Shape Parameterization

NURBS were utilized for airfoil parameterization, employing the box shown in Figure
6.3 Red points are movable, while blue points remain fixed. Movable points have a
10% range vertically and horizontally, resulting in 24 design variables, two for each
of the 12 control points.

Parameterization of the S8052 airfoil using NURBs
L3 1 1 k3 * 4 ¥ *

0.2 4
g k4 T 1 * * * *

0.1 1
i

S 004 *
L3 1 ] L] L * *
~0.1 1
i 1 1k 1* * T * *
—0.7 - | | % Fixed |
i * * w + Free 4 * * %
-0.2 0.0 0.2 0.4 0.6 0.8 1.0 1.2

®C

Figure 6.3: Parameterization of the S8052 airfoil. The free-to-move control points
are marked in red and are allowed to move +£10% wvertically and horizontally. This
plot is not in scale.

Other than introducing the design variables for the optimization, the parameteriza-
tion allow for the creation of the training database for the CNN. LHS explores the
design space and produces 50 unique geometries as displayed in Figure surround-
ing the baseline geometry highlighted in red. PUMA is then employed to compute
the corresponding flow fields, solving the RANS, the Spalart-Allmaras turbulence
model, and the 7 — Reg, transition model, forming DBy .

The geometrical and the flow data that are available as CNN inputs are the same
as in the previous case, as presented in Table |5.3l The selected inputs are scaled
before feeding them to the network, to safeguard against challenges arising from the
presence of different scales within the input data.

6.3 CNN Comparison

In this section, starting with a CNN architecture using exclusively size 1 kernels
(Cp in Figure , the effect of increasing the kernel size of each layer to 3 will be
investigated. For Cj, no layer uses a size 3 kernel, meaning no information about
neighboring elements is utilized for prediction. In C, only the first layer uses a 3 x 3
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Figure 6.4: The 50 airfoil profiles from DBonpn (in black) surrounding the baseline
geometry (in red). The parameterization can create an airfoil profile roughly within
the area in black. This plot is not in scale.

kernel, with the rest retaining a size of 1. In Cy and Cj, the first 2 and the first 3
convolutional layers respectively employ a 3 x 3 kernel.

The CNNs use 8 input fields to produce one output, the p; field. The input fields
are: the nodal coordinates xp and the wall distance Wy, the pressure field P, the
velocity vector field ug, the strain rate S and the vorticity 2. All four CNNs were
trained using the same configuration on the same 50 training geometries and were
validated on the 10 validation geometries. Figure illustrates the training and
validation losses for the four networks.

Cy achieves a training loss of 1.1 -107° and a validation loss of 1.5 - 107>. On the
other hand, C}, C5, and Cs all reach a training loss of approximately 0.6-10~°, while
the validation curve oscillates around 1 -107°, with no clear winner among them.

It is evident that using a non-unit kernel has a significant impact even from the first
layer. The networks that contain at least one layer using a 3 x 3 kernel, account for
neighboring elements in their predictions, leading to better performance over both
training and validation geometries.

The fact that even C}, a network that includes a 3 x 3 kernel in just first layer,
displays such an immense improvement, suggests that this improvement stems from
the inherent physics of utilizing neighboring information rather than an increase in
representational power coming from a minimal increase in free weights-parameters.

Moreover, using a non-unit kernel in all subsequent layers can be ineffective, con-
sidering increases in training and inference costs.
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Figure 6.5: CNN architectures used for comparison. Cy utilizes only 1 x 1 kernels,
while Cy, Csy, and C3 progressively incorporate 3 X 3 kernels in the initial layers.
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Figure 6.6: Training and validation losses for the four CNN architectures.

6.4 CNN Validation

From the four architectures mentioned in the previous section, C3 will be used in
coordination with PUMA to replace the turbulence and transition models, as it

achieved the lowest validation loss.
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As the CNN predicts the p,; field, and not the relative to the optimization metrics,
its performance over the p; predictions is not as important as the performance of
the whole PUMA-CNN system, in predicting T'Pgg and Cp.

Comparing the computed by PUMA-CNN baseline flow fields, to the corresponding
of PUMA-TM is of high importance, as the baseline represents a midpoint of the
design space and also an initial solution for the optimization algorithm.

In Figure the p; fields surrounding the baseline computed by PUMA-TM and
PUMA-CNN are depicted. Small errors are apparent on the suction side and the
pressure side where separation occurs, while larger errors in the wake region.

Fol. Emor 02 045 -1 086 0 05 40 0I5 02

Figure 6.7: Comparison of p field between PUMA-TM (top) and PUMA-CNN (mid-
dle), highlighting the differences (bottom,).

As for the flow coefficients, PUMA-CNN overestimates C'p by 0.5% and underesti-
mates C7, and Cyy by 1% and 1.2% respectively, as shown on Table [6.3]

Table 6.3: Comparison of Drag, Lift, and Moment coefficients for the baseline:
PUMA-CNN vs PUMA-TM.

Metric PUMA-CNN PUMA-TM Relative Error

Drag 0.00539 0.00537 +0.5%
Lift 0.39543 0.39949 —1.0%
Moment 0.03067 0.03104 —-1.2%

To validate the performance of PUMA — C'NN in predicting C'p and generating
accurate C'y curves, PUMA-CNN was run on the same 10 validation geometries used
during the CNN'’s training.
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In Figure the actual and predicted values of drag are compared for the 10 ge-
ometries. PUMA-CNN consistently underestimates drag by an average of 3.8%.

Comparison of Drag: PUMA-TM vs PUMA-CNN
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Figure 6.8: PUMA-CNN underestimates the drag for all test geometries. The Mean
Relative Error is 3.8% over the 10 geometries.

6.5 Shape Optimization

To optimize the airfoil, two MAEA-based optimizations were conducted, with dis-
tinct objectives: minimizing drag and maximizing laminar area, each using two
evaluation software: the original PUMA-TM and the cost-effective PUMA-CNN.

Thus, a total of four optimization schemes, as shown in Table were executed.

Table 6.4: The j optimization schemes.

Objective Using TM Using CNN
Min. Drag PUMA-TM-DRAG PUMA-CNN-DRAG
Max. Lam. Area | PUMA-TM-TRANS | PUMA-CNN-TRANS

All four schemes had the same settings imposed on EASY, as outlined in Table
6.5l Constraints included maintaining the original moment and initial lift, as well
as avoiding excessive reduction in airfoil area.

6.5.1 Optimization with the PUMA-TM software

The PUMA-TM software handles the complete set of RANS equations: the 4 mean
flow equations, 1 turbulence equation, and 2 transition model equations. Each
evaluation using PUMA-TM is referred to as a Time Unit (TU). Both optimization
schemes, PUMA-TM-DRAG, and PUMA-TM-TRANS terminate after reaching 500
TUs.
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Table 6.5: Settings and Constraints for the evolutionary algorithm.

Settings
Coding Real
Parents 10
Offspring 24
Number of Elites 5
Principal Component Analysis (PCA) | Yes

Meta-Model Assistance — Inexact Pre-Evaluation
Type RBF_IFs
Minimum DB entries to start 50
Minimum not failed DB entries 30
Patterns for training 35 — 955
Exact evals. per generation 2—-3
Extrapolate prediction No
Non-dimensionalize prediction Yes
Idle generations for IPE pause D
Constraints
Crr 2 Chrpase — 0.0007, Chr < Chspase + 0.0007
CrL > CLbase
A>0.9- Apase
Objective Function

max. 1T Pgg to maximize the laminar area
min. Cp to minimize drag

In Figure[6.9] the evolution of various quantities across the two schemes is depicted.
Blue indicates optimization aimed at delaying transition, while red indicates opti-
mization focusing on drag reduction.

Both optimizations achieved a substantial drag reduction. The best solution from
PUMA-TM-DRAG has a Cp equal to 4.79-1073, while that of PUMA-TM-TRANS
reaches 4.80 - 1073, Therefore a reduction of approximately 11% was made from
both optimizations.

The transition point on the suction side moved from 0.39m on the baseline to 0.49m
on PUMA-TM-TRANS’s best and 0.47 on PUMA-TM-DRAG’s best.

Drag reduction appears to coincide with delayed transition, as highlighted in Figure
In Figure the values of Cp and T Pgg for all 500 individuals within
the two optimizations are scattered and linear regression is performed. The results
highlight a linear relationship between C'p and T Psg encouraging the idea that the
decreasing T'Psg can work as a proxy for increasing Cp.

Figure shows the C distribution for the best solutions compared to the baseline.
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Optimizing with different goals using PUMA-TM
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Figure 6.9: Fvolution of relevant metrics throughout the optimization using PUMA-
TM. Drag s reduced and transition is delayed on the suction side. Lift and area respect
the set of constraints.
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Figure 6.10: Progression of Cp and T Psg.

Both schemes achieve a substantial delay in transition for the suction side, while
on the pressure side, the transition point is shifted less by PUMA-TM-TRANS and
more by PUMA-TM-DRAG.

Figure displays the profiles of the three airfoils. The optimized airfoils generated
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Cpp and TPss Correlation
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Figure 6.11: Correlation between Cp and T Psg values for all 500 individuals.
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Figure 6.12: Friction coefficient along the baseline and the optimized blades. Tran-
sition is delayed in both sides of the two optimized airfoils.

by PUMA-TM-DRAG and PUMA-TM-TRANS exhibit remarkably similar suction
sides, with a thicker profile in the middle section and a thinner profile towards
the end, effectively delaying transition. PUMA-TM-DRAG deliberately thins the
pressure side to reduce drag, while PUMA-TM-TRANS, lacking the incentive to
modify the pressure side, barely does so.

6.5.2 Optimization with the PUMA-CNN software

Implementing PUMA-CNN aims to reduce computational costs. Unlike PUMA-TM,
which involves solving three additional differential equations (one for turbulence and
two for transition modeling), PUMA-CNN utilizes a CNN to compute turbulence

ot

PUMA-CNN is computationally efficient, completing evaluations in around 6 min-
utes, 29% faster than PUMA-TM, which takes 8.5 minutes. However, the CNN un-
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Alrfoil comparison between baseline and best solutions
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Figure 6.13: Comparison of the optimized airfoil profiles with the baseline. Both op-
timized airfoils exhibit a suction side that is thicker in the middle and thinner towards
the end. While PUMA-TM-DRAG thinned the pressure side, PUMA-TM-TRANS
largely preserved the original shape. This plot is not in scale.

derwent training on a dataset of 50 airfoils and was validated with an additional 10,
all solved by PUMA-TM. Training the network took 2 hours and 5 minutes, equiva-
lent to 14 PUMA-TM evaluations. Therefore, any optimization using PUMA-CNN
incurs a capital cost of 74 TUs. Table summarizes the computational costs for
the two softwares.

Table 6.6: Computational costs for PUMA-TM and PUMA-CNN.

Software Cost for DB | Cost to train | Cost per run
PUMA-TM 0 0 1 TU = 8.5m
PUMA-CNN 60TUs 2h 5m 6m
CNN/CFD 60TUs 14TUs 0.71TUs

Minimizing Drag

PUMA-CNN-DRAG is employed to minimize Cp, running for 500 evaluations and
costing a total of 429 TUs. Figure [6.14| shows the optimization progress compared
to the equivalent optimization using PUMA-TM. Throughout the process, several
PUMA-CNN solutions were reevaluated using PUMA-TM to ensure accuracy. The
drag was underestimated by approximately 6%.

PUMA-CNN-DRAG’s final solution was reached in 429 TUs and resulted in an 8.8%
reduction in drag, from 5.37-1073 to 4.90 - 10~3, while PUMA-TM-DRAG achieved
a 10.8% reduction.
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Minimizing Drag : PUMA-CNN vs PUMA-TM
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Figure 6.14: Optimization progress for minimizing drag using PUMA-CNN-DRAG
compared to PUMA-TM-DRAG. All data points respect the set of constraints.

Maximizing Laminar Area

Because the performance of PUMA-CNN in predicting T'Pss was deemed inadequate
for an optimization where T Psg is the objective, DBcyy was enriched with an
additional 30 geometries and the CNN was retrained. Retraining the network and
generating the new geometries cost an additional 40 TUs. The retrained network
coupled with PUMA (PUMA-CNN-RT) managed to predict T'Psg accurately, with
an average error of 3%, as depicted in Figure [6.15]

Comparison of TPss: PUMA-TM vs PUMA-CNN
0.50

—8— PUMA-TM
—8— PUMA-CNN
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—8— PUMA-CNN-RT
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0.20 T T T T T T T T T T
0 1 2 3 4 5 [ 7 8 9

Validation Geemetry
Figure 6.15: Accuracy of T Psg predictions by PUMA-CNN and by the retrained
PUMA-CNN-RT. All data points respect the set of constraints.

PUMA-CNN-TRANS aims to delay the transition on the suction side, maximizing
the laminar area. Running the optimization for 500 evaluations amounts to a cost
of 469 TUs, accounting a training cost of 114 TUs.

As displayed in Figure [6.16] the algorithm reached the same Cp as PUMA-TM-
TRANS but higher T'Psg. Transition on suction side occurs on approximately 0.5m,
25% later than on the baseline geometry. Throughout the optimization, C'p was
constantly underestimated and 7T Pgsg slightly overestimated.
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Maximizing Lam. Area : PUMA-CNN vs PUMA-TM
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Figure 6.16: Optimization progress for mazximizing laminar area using PUMA-CNN-
TRANS compared to PUMA-TM-TRANS. PUMA-CNN-TRANS achieved later tran-
sition (goal) and lower drag coefficient.

6.5.3 Comparison of the 4 optimization schemes

In this section the baseline airfoil and the four best solutions from the four opti-
mization schemes are compared.

In Figure the Cp and T Pgg values for each optimized airfoil are presented
in comparison to the baseline results. Drag was reduced by 8.8% to 10.9% and
transition was delayed by 19% to 27%.

Comparison of CD and TP_SS for Different Blades
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Figure 6.17: Comparison of Cp and T Pgg for each optimized airfoil relative to the
baseline. Significant reductions in drag and delays in transition are evident.

In Figure the two drag components are plotted. All optimization schemes
successfully reduced both friction and pressure drag. Pressure drag was reduced
from 1.09 - 1073 for the baseline up to about 0.95 - 10~3 for all optimized airfoils.
Further decreases in total Cp stemmed from decreases in the friction component,
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as Cp s in the optimized airfoils ranges from 3.83 - 107 to 3.94 - 1072, compared to
4.28 - 1073 for the baseline geometry.

Friction Orag and Pressure Drag Comparison
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Figure 6.18: Breakdown of drag components for all optimization schemes. Both
friction and pressure drag were reduced in all schemes.

The best airfoil in terms of C'p was generated in an optimization using Cp as the
objective function, with PUMA-TM being the evaluation software. The geometry,
and the C curves compared to the baseline are presented in Figure [6.19]

Along the suction side, the optimized airfoil is thinner at the beginning, gets thicker
after 40% of the length and thins down again at the end. As for the pressure side,
the start and the end of the remain unchanged with the middle getting thinner.
Transition is delayed on both sides, with a more pronounced delay on the suction
side, where the largest gain in terms of friction drag is made.
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Figure 6.19: Comparison between the geometries and the Cy curves of the best and
the original airfoils.

Figure presents the intermittency 7 contours for the baseline (top) and the
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optimized airfoil (bottom). Yellow represents a 7 value near 1, indicating turbulent
flow, while purple and blue hues indicate laminar and transitional flow. Yellow
regions dominate the contour, indicating that the flow is turbulent everywhere except
in the boundary layer just above the airfoil, where the flow remains laminar before
transition. It can be observed that the optimized geometry achieves a later transition
on both sides as the hues remain darker for longer over the airfoil.
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Figure 6.20: Intermittency v contours for the baseline (top) and optimized (bottom)

airfoils. The optimized geometry retains laminarity (blue hues) for longer, especially
on the suction side.

In Figure [6.21], the pressure contours are shown. The pressure distribution just
above the suction and the pressure side has changed, with the area of minimum
pressure decreasing in height and increasing in length.

Figure 6.21: Pressure contours for the baseline (top) and optimized (bottom) airfoils.
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6.6 Conclusions

The findings of this analysis can be summarized in the following.

e As observed in the NLF0416 case, CNNs can effectively surrogate the Spalart-
Allmaras turbulence and the v — Reg; transition model in a MAEA-based
shape optimization. The evaluation cost was reduced by approximately 30%
for the S8052 case, compared to 40% for the NLF0416 case. This difference
is due to the distinct CNN architectures used, resulting in varying inference
costs.

e The CNN;, initially trained on 50 samples, demonstrated good performance
in predicting C'p and was successfully used for optimization with Cp as the
objective function. However, to achieve comparable performance in T Pgg
predictions for an optimization targeting T'Psg, the CNN required additional
training on an enriched database of 80 samples. Despite this, both PUMA-
CNN optimizations remained cost-effective: the C'p-focused optimization cost
429 TUs, while the T Psgs-focused optimization cost 469 TUs, both below the
500 TU budget allowed for the PUMA-TM-driven optimizations.

e Unlike the NLF0416 case, PUMA-TM with Cp as the objective produced the
best airfoil in terms of C'p. However, PUMA-CNN optimization with T Psg
as the objective achieved a nearly equivalent solution (10.8% vs 10.9% Cp
reduction) in 6% less time.

e Consistent with NLF0416 findings, maximizing laminar area by delaying tran-
sition proved an effective surrogate for minimizing drag. A strong correlation
between C'p and T'Pss was demonstrated, validating this approach across dif-
ferent airfoil types.

e Similar to the first case, using 3 x 3 kernels in the CNN layers provides a
significant performance boost compared to using only 1 x 1 kernels. However,
in contrast to the previous case, this study examined whether all layers require
3 x 3 kernels. It was found that using 3 x 3 kernels only in the first few layers
of the network provides the same performance improvement as using them in
later layers as well, suggesting that early capture of local spatial correlations
is sufficient.
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Chapter 7

Conclusions

7.1 Overview

In this Diploma Thesis, a novel approach was explored to reduce the computational
cost associated with aerodynamic analysis and shape optimization by employing
Convolutional Neural Networks (CNNs) as surrogate models for traditional turbu-
lence and transition models.

The research focused on two low-speed airfoils, the NLF0416 and the S8052, both
exhibiting transitional flow. The two airfoils were subject to a MAEA-based opti-
mization using EASY. Two optimization targets were considered: minimizing the
drag coefficient (Cp) and maximizing the laminar area on the suction side of the
airfoil by delaying the transition point (7Pss). Two evaluation software packages
were utilized: PUMA-TM, which solved the RANS equations coupled with the one-
equation Spalart-Allmaras turbulence model and the two-equation Smooth v — Rey
transition model, and the proposed PUMA-CNN, which employed a trained CNN
to predict the turbulent viscosity field p, thereby closing the RANS.

The CNNs used by PUMA-CNN were trained to predict puy, using geometrical and
flow fields obtained from the RANS. Training was performed on datasets created by
parameterizing the baseline geometries of the two airfoils, generating new geometries
through LHS and computing the actual flow fields using PUMA-TM. The CNN of
the first case was trained on 80 geometries, while the CNN of the second was trained
on 50.

During the research about the CNN architecture, for the NLF0416 case, the effect
of the kernel size of the convolutional layers was investigated. A CNN using 1 x 1
filters proved inferior to CNNs using 3 x 3 filters or larger. This was attributed to
the lack of inter-element communication in 1 x 1 CNNs, which essentially function
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similarly to DNNs treating each mesh element separately. On the other hand CNNs
using any non-unit filter incorporate neighboring mesh elements to make predictions
and achieve better accuracy. Filters larger than 3 x 3, showed minimal decreases
in accuracy but high increases in computational cost, leading to the decision to use
3 x 3 kernels. For the S8052 case, it was determined that not all convolutional layers
need 3 x 3 filters, as having just the first few layers with 3 x 3 filters proved sufficient.

As for the optimizations, both goals - minimizing Cp and maximizing T Psg -
achieved equivalent decreases in Cp showing that delaying transition can indeed
serve as a proxy to decreasing drag. The PUMA-CNN evaluation software lead to
equally good solutions in comparison to PUMA-TM in less time. Even in cases were
retraining was required due to exploding errors in PUMA-CNN predictions, the op-
timization cost (including retraining) did not exceed the 500 Time Units required
for PUMA-TM. In both cases it was proven that the CNN can indeed substitute the
traditional turbulence and transition models to accelerate a shape optimization.

7.2 Conclusions

Based on the works performed during this Diploma Thesis, the following conclusions
were drawn.

> (CNNs demonstrated their capability to effectively surrogate the Spalart-Allmaras
turbulence and the 7 — Reg, transition models in MAEA-based shape opti-
mization for both airfoils. The evaluation cost reduction varied between cases,
with approximately 40% for NLF0416 and 30% for S8052. This difference can
be attribute to the distinct CNN architectures employed, resulting in different
inference costs.

> PUMA-CNN consistently outperformed PUMA-TM in terms of computational
efficiency, even when the training and database creation costs are included.
For the NLF0416 case, PUMA-CNN completed the optimization, in the case
where no retraining was required, in approximately 425 TUs, 15% less than
the PUMA-TM budget of 500 TUs. In the case were retraining was performed
the optimization was still finished before 500 TUs. Similarly, for the S8052
case, both Cp-focused and T Pgg-focused optimizations (429 TUs and 469
TUs respectively) remained under the evaluation budget of the PUMA-TM
optimizations.

> Both cases demonstrated a strong correlation between C'p and T Psg, validat-
ing the approach of maximizing T Pss as an effective surrogate for minimizing
Cp across different airfoil types. For the NLF0416, optimizations with T Pgg
as the objective consistently yielded equal or superior results in terms of both
Cp and T Psg. In the S8052 case, while PUMA-TM with Cp as the objective
produced the best airfoil, PUMA-CNN with T Psg as the objective achieved a
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nearly equivalent solution in less time. These findings indicate that optimizing
for T'Pss may not only effectively substitute for C'p minimization, but could
also be a preferable objective, capable of discovering superior designs.

> By incorporating information from neighboring mesh elements, CNNs exhib-
ited improved accuracy in predicting p; compared to Deep Neural Networks
(DNNs). This advantage stems from the nature of CNNs that allow inter-
element communication and therefore include information of neighboring mesh
elements to make the p; field prediction.

> The CNN architectures employed in this research exhibited optimal perfor-
mance when utilizing 3 x 3 convolutional kernels only in the initial layers. Ex-
tending the use of larger kernels throughout the entire network did not yield
further improvements, suggesting that the observed benefits arise from cap-
turing local spatial dependencies rather than an increase in representational
power due to additional trainable parameters.

7.3 Future Work

Based on the findings of this Diploma Thesis, the following future works and im-
provements are proposed:

> Extension to 3D Flows: The application of Convolutional Neural Networks
(CNNs) can be extended to three-dimensional (3D) flow problems. CNN archi-
tectures employed in video processing, which leverage 3D convolutions, enable
inter-pixel and inter-frame communication. These 3D convolutions can be
adapted to consider 3D neighborhoods of mesh elements for predicting the
turbulent viscosity field (y;). The anticipated speed up is expected to be more
pronounced in 3D flows due to their inherent computational complexity and
higher per-evaluation cost.

> Adaptation to Unstructured Meshes: CNNs are currently limited by their
requirement for a regular structure, typically found in structured meshes. To
overcome this limitation, Convolutional Graph Neural Networks (CGNNs) can
be employed. CGNNs perform convolutions using graph convolutional filters,
which can be applied to any structure that can be represented as a graph
[16]. This capability allows for the extension of the proposed approach to
unstructured grids, expanding its applicability to a wider range of problems
and mesh types.
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Ewcaywyi

O mpwtopydc otdyoc autic e Amhopotixic Epyaoloc etvon va Siepeuvniel 7
duvatoTnTa Yerone Luvehixtixdy Nevpwvixdv Axtiwy (XNA) w¢ vnoxotdo totwy
ToUL Hovtélou Topfng wog e&iowaong Spalart-Allmaras [43] xou Tou povtéhou petdPaong
000 eglowoenwy ¥ — Reg, [33], otny agpoduvouixr avdhuon xou Bektiotonoinon yopgrc.

To YNA exnowdetovton oe Wi Bdomn dedouévmy ue otdyo v oxel3r) teoBiedn tou
Tedlou NG TUEBMBOUS GUVEXTIXOTNTAS, YENOWOTOLWVTIS WG ELOOBOUS YEWUETEIXE X0l
poixd medlar amd Tig €CIOWOELS PEOTC PONE TOU AOVEL TO OWElD hoYIoUix6 TTOAOYIo TIXNC
Pevotoduvouxic PUMA [3]. H avtixatdotoon tomv dtagopixdv Yovtéhwy TieBne xou
uetdfaone and to ENA nepiopllel Tic mpog enthuoT dlapopxés eEIOMOELS OTIC TECOEPLS
e€lOOOEIC TN UEONS POTC, OONYOVTUC OE CNUAVTIXY UEIWGT) TOU UTOAOYLOTIXOU XOO-
TOUG AV PELG TOBLVALXY) AVEIAUOT.

H yedodoroyio epapudletar otn Behtiotonolnon 600 UEUOVWUEVWY AEQOTOUMY: TNG
NLF0416 xaw tng S8052, ye otéyo v ehaytotonoinon tne omoéixovcac Cp. Ko-
Vo¢ 1 poR) xou oTig dYo TepnTLOoElg ebvon ueTaaTixr, onuovTxd pépog tou Cp el-
var 1 ouviotwoa Tenc Cp ¢ mou elvar uPnioteen 6Tay 1 por elvan TuEBwone. '
ToV AOYO auth, Yewpnvtog To onueio petdfoacne amd oTpwty| o TLEPRWOT por e&lcou
ONUOVTIXG YaeaxTnEoTix6 pe 1o Cp, TpaypotomololvTol TaedhAnhes BehTio Tomolr-
OEIC UE GTOYO T1 UEYLOTOTOMNON TNS TETUNUEYNS ToL oruelou YeTdBoone oTny Theupd
urnonieong T'Pss. Auth 1 Tpocéyylon emTpénel Tn UEAETN TOU %oTd TOGOV oL 600
otaupopeTxol oToyoL Behtiotonolnong odnyoly ot (Bieg 1| mopduoleg AVOELS, YTl ToU
amotehel Evay deutepedovia otdyo tNg Amhwuatinic Epyactoc.

Teyvntd Nevpwvixd Alxtua

H Teyvnth Nonuoolvn (TN) xar n Mnyavixry Médnon (MM) anoteholv ofjuepa 800
amo TOUG TUYUTEQN OVUTMTTUCCOUEVOUS TOUEIC TNG ETOTAUNG ot TNG TeYVoloylag, Ue
EQAPUOYESC OE TOMNOUC xAdBOoLS, cuunepthapBavousvng tne unyavixrc. H onuacio toug
EYXELTOL OTNV XAVOTNTE Toug Vo emelepydlovTon TEPAOTIOUS GYXOUG DEBOUEVLY, Vi
avary vopllouv ToAUTAOXA TEOTUTIOL Yol VoL TaEEYO0UY AUCELC OE TPOBAAUATA TOL ToEo-
dootaxd amartovoay avipmmvr vonuoouvr. H MM, o¢ utonedio tng TN, emxevtpve-
Tow 6TNY avamTUET ohyoplduwY xou UOVTEA®MY TOU EMTEETOUY GTOUC UTOAOYIOTEC VA
uordotvouv amd BEBGOUEVO OTE VoL EXTEAOUY GUYXEXPWEVES EPYOOIES, Ywelc Vo Tpo-
YeoppatilovTon pnTd Yiot TOV 6X0T6 AUTO.

To Teyvntd Nevpowvixd Aixtua (TNA) anoteholv pio xotnyopior ahyopiduwy MM,
EUTVEUCPEVT] oo T1) BouT) o AELTOLRY I TWV BLOAOYIXMY VEUPWVIXGY BIXTU®Y. AToTeEhoUV-
Tow amd SLUGUVOEDEUEVOUS xOUBOUC (vevpdvee) opyavmuévous ot enineda: To eninedo
€10000V, €Va 1 TEPLOCHTEPA XELQA eTUNEda xou To eninedo e&6dou. Kdle veupwvoag
Aopf3dver o TodUIOUEVES TIC TIES OAWY TOV VEURMVKY TOU TROTYOUUEVOL ETUTEDOU, TIC
enelepydleton Péow Uiog ouVEETNoNG evepyorolnong xan mopdyet o €€odo. H ex-
modevon twv TNA nepthaufdver Tnv mpocapuoyn Twv Bapdy TV cuvvdewy yetald
TWY VEUPWVOY, WOTE TO BiXTUO Vo umtopel vor amodidel oto {ntoluevo TedBAnuaL.



To BNA éyouv epapuootel eupéng oe SLdpopous Topelc, cuunepthouBoavouévne tne
Trohoytotxhc Peuotoduvopuxic [22], Moyw g tavdtntde toug vor uovTEAOTOLo0Y
TOAUTAOXES UT-YQUUULXEC OYECELC.

YuveAxtixd Nevpwvixd Alxtua

To Yuvehxtxd Nevpwvixd Aixtua (ENA) anoteholv pa e€eidixeuuévn xatnyopla
TNA, oyediacpévrn yio TNy anoTeAeoUaTxT| ENEEEpYaoion BEDOUEVMV UE LOYVEES YWEIXES
eCopTNOELS, OTWE EXOVEC 1) Tedlar poric. Baotxy| douixr| povdda twv XNA efvar o cuve-
AMxTix6 eninedo, To onoto epapudlel TNy TEALN TNE cUVENENC oTa dedopéva elo6dou. H
CUVENEN TEAYHATOTOLE(TOL PE TN YPTioTn TUE VWV TTou oAloYalvouv Téve oTa Bedouéva
€10000U, e€dyoviag ToTXd YapuxTnElo Tixd. AuTtr 1 Swdxacio emitpénel otor XNA va
ovaryvepllouy ot var Blatneoly TN yweixt) CUCYETION TV BEDOUEVKY, xane xdie
VEUPOVACS GUVOEETAL HOVO UE [LaL TOTXY) TEptoy Y| TG €lo6dou. H biotnTa owty| xohoté
Ta ENA bradtepa amoteAecyating oTny eneepyaoion eiXOVmY XoL TNV avaAUGT) YwExd
CUCYETIOUEVWY DEDOUEVWV.

Yy epyaocio auth), o XNA yenotwomoobvton yiow TV teoBiedn tou medlou tng Tup-
Bddouc cuvexTixdTNToc. Baowr diapopd ue Tic apyrtextovinéc TNA ebvar 611 to XNA
AoPdver wg elo6d0ug ohdxANE Tor Tedia porig xon xahetton pio popd yior var tpofAédet,
ohOXANEO AL, TO TEdiO f1y. AUt 1) ooy enclepyacion TV TEdlWY EMITEETEL TNV
EVOOUATWOT TANEOPORLag PO Xl YEWUETEIAG amd YELTOVIXE XEAL TOU UTOAOYIG TXO0
TAEYUOTOC, oToyevovToag ot Behtiwon tng axplfBeloc Tediedne.

E&ehuxtixol AAyoprduor

Ov E€ehixuxol Ahybpripor (EA) amoteholv yio oixoyEveld oToyao uxmy uedodmy
BehtioTononong, EUTVEUCUEVWY amd TG apyés tng Proroyixrc e&éhine. Baoilovton
OTNV WEA TNE PUOXTG ETLAOYY|C, OTIOU OL XUAUTERESG AUGELS "emBLidvouy” xat avomapd-
YovTot, €V oL Ay6TERo xotdhAnheg anoppintovtan. Ot EA hertoupyolv e mAnduouoic
vy Acewy, oL omoleg e€eMooovTon PETE ETAVOAUBAVOUEVLY XUXAWY ETLAOY NS,
OLO TOPWONG Xl UETHAAIENC. ZEXVWVTAC UE Evay apyixd TANIUcUO, ol AoeElS o&loh-
oyouvToL BAoEL UG CUVAPTNOTNG-OTOYOU, XL OL XUAVTEPEG ETUAEYOVTOL YLl OVATOQALY-
Y1), ONULOURYWVTAS VEES YEVIEG ADCEWY.

To Poowd mheovexthpata Twv EA mephopfdvouy Ty amhoTnTa TV Lo Uty
TOUG, T BLVATOTNTA TAPIAANANS EMEERYAGTag BLapdEwY AMIGEWY, TNV TEOCUPUOC TXOTNTH
TOUC OE OLapopETXd TRoBAYUoTa xon T1 BefondTntar OTL, YdEn GTO GTOYAUCTIXG TOUG
Yoo TR, 0T %ot UETA amd TOAAES ALONOYHOELS AVaEVETAL VoL EVTOTiGoUY olyoupa
™ BéhTiotn AVom. Xto mhaiclo Tng acpoduvauixic Peitiotomoinong, ot EA yenot-
LOTOLOUVTOL AMOTEAEOUATIXG Yot TNV Vol TNOT BEATIOTOY YEWHUETOLOY TTOU IXAVOTIOLOUY
CUYXEXPULEVOL XELTHPLOL ATOBOOTC.

Xenon XNA wg YTrnoxatdotatae Moviéhwy TOpBng xow MetdfBaong
otnv Acpoduvaulxry Avaiuor xow Behtiotonoinor tng Mepovopévng
Aepotopric NLF0416

H acpotour; NLF0416 avordeton apyixd und ouvifxeg pofic: My = 0.1, Rey =
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4 x 108, TI,, = 0.0015 xou ot ywvieg mpdonTwong 0.02° xar 2°. Autd emtpénel
HEAETN TN emidpaone Tng Ywviag mpoomtwong otov cuviedeoTy| TePnc Cf xan oto
qpouvouevo tne uetdPaone. Iapatneeiton ot pe Ty addnon e ywviag TedoTTWoNG,
1 METEPBoom emTayUVETUL OTNY TAEURd UTOTEONS X0t XoUOTEREL 0TV TAsLEd Tiieong.
H avdhuon ot ouvéyeia eotidleton otn agpotour} o Ywvia tpoottwong 0.02°.

H yeoypetplo tng agpotourc napauetponoteital yenotuonoinviag oyxouctewés NURBS
ue 15 ehediepa onuelo eréyyou, Ta omolo umopolv va xvnoly optlovTio xal XAToxOe-
vga. Auté odnyel oe 30 petafAnTéc oyedlacuol, ol omoleg a&lomolobvTol TGO Yl T
onuoveylo TN Bdorng dedouEvmy (BA) exmaideuonc tou ENA, 660 %ot 6¢ ueTOBANTES
oyedlaopol Yo TN BeATioTonolnon tou axoloulet.

H dnuouvpyia tng BA mpayuatonoteiton péow tng uedéoou Latin Hypercube Sampling
(LHS), nopdryovtac 80 véec yewuetpieg. Autéc emhbovton amd to Aoytopixé PUMA,
10 omofo cuVBUAlel Tic e€loWOELC Péomng poric UE To Uovtého TOpPRNe SA xal To pov-
ého yetdfBaong v — Regy. To YNA exnaudeveton va mpofAénet to medio tupBndoug
CUVEXTIXOTNTOC [L, YPNOWOTIOWWOVTIS (S ELGOBOUC YEWUETEIXE Bedouéva (2, y, W) xou
poixéc mocodnTeS (p, p,u, v, 2, S) mou mpoxdTTOLY amd TNV ETLAUOY TWV EELOOCEWY
uéong porg.

Av xou 0 PUMA yewlleton 1o mAéyua we un-dounuévo, to XNA amoutel dounuévn
Tomohoyio yio T Acttoupyio Tou. To mAgyua elvon dounuevo xan amoteheltan amd 97
foo-n xou 705 {o0-& mheypatinéc ypouuéc. Luvenng, To XNA hertoupyel ue medla tou
AVTLOTOLYOLY OTO LOOOUVAUO 0pU0YWVIXO TAEYUN OTO UTOAOYIOTIXG GUGTNUA CUVTE-
TUYPEVODY E-1), OTIWEC AUTO TEOXUTTEL ATd TO PUOXO CUOTNUA X-Y UECK TOU YVWGTOO

uetaoynuatiopol (Syfue [7.1).

9 fuaBéopa Neblo Ewodbou

Metaognuatiopiva Iootnpa

1 Nzhio EEGGOU

=

200 o a0 8t0

[ — —

YxAue 7.1: Ta nedia ewddov kar €£660v ya to XNA (apotepd) oto vroloyiotics
ovotnua &-n, énwg TpokUTTOUY amé To petaoynuatiopud (dekid).

To péyedoc tou muprvar cuvéling oe éva XNA amotehel xaiptor mopdueteo, xaddg
xordopilel To €VPOC TNE YELTOVIAC TOU GUVELGHEREL BTNV TEOBAEd™ Tou 1y Yiot xdVe XEAL,
oAAG xan Tov aptdud TV extadelony Bapdy Tou dixtlou. I 0 diepedivnon tng
enidpaonc Tou ueyédoug Tou TUEHVA, TEUYUATOTOLEITOL GUYXELOT BIXTOWY UE THUTOCTUN
OPYLTEXTOVIXT|, EXTIOUOELUEVWY OTLC (Bleg 80 yewueTpieg xou und Tig (dleg puduioelg
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exnaidevonc. H povodixr dagoponoinor yetald tov dtiwy €yxetton oto péyedog
Tou TUENVA, U e€ETalOUEVES BlaoTdoel 1 X 1,3 x 3, 5 X 5 xou 7 X 7.

[Switepn mepintowon anoterel To XNA nou ypnowlomnolel anoxheloTind cUveAEels ue
muprvar 1 X 1. Auth 1) Slauép@won 8EV EVOWUATOVEL TANEOPORIES amd YELTOVIXG XEMA,
AetTovpywvTag xat’ ouctay 6mwe évo BNA (Blg apyitextovinnc mou enelepydleton
TWES Yoo xde TAeypoTixd oTolyelo uepovemuEva xou TeoBAETEL To . [or Adyoug
TANEOTNTAC, TO LWeodlvouo BNA cuurepiiipinxe enlone otn olyxpeion.

To Exr’]pocomaxovila TNV GEYLTEXTOVIXT| TWV CUYXPIVOUEVGY BIXTOMY Xt TopouatdleL
Te¢ 1o uéyedog Tou muphva emneedlel Tn Sadixacio TG CUVENENS.

hidden layer Layer 1 Lasver 2 Layer 3

128

|

[ 0 e
CLELE LI I
EECECEL LU

0. 0 E - 52

CECECLETE s
O

OO0 L=
I e
BEEC R R

ExApa 7.2: Apyitextovikn Siktbwy mov ouupetelyay otn oUykpion (apiotepd). Twg
Aartoupyoly duagopetikol Tuprives ovvéhiEeg (deid).

Y10 Lyfua godveton 1 Topela EXTAUDEUONE TWV TEVTE DLUPORETIXWY dxTOwy. H
avaAuoT) avadEXVOEL OTL TO BiXTUO PE TuEYval k = 3 Tapouctdlel oNUaVTIXd XPOTERO
OQAAUO CUYHELTXG UE aUTO Tou yenotpornotel Tuprva & = 1 xau To avtiotolyo DNN,
YEYOVOC TOU UTOBEXVUEL T GNUAGIA TNG EVOWUATWONS TANPOPOELOY UTd YELTOVIX
xeMS oty TEdPBAedn Tou 1. loTdc0, N Yeron UEYAAITEPWY TURHVKY OEV ETLPEREL
avahoY M PEltOT TOU GHIAUUTOS TOU Vo BixatohoYel TO AUENUEVO UTOAOYIGTIXG XOOTOG
XOTA TNV EXTAUOEVOT).  BLVET®S, Aopfdvovtag unodn 1 BéATiotn woppomia petadd
oxpifetac mpoBredne xou amodoTxoTNnTag, EMAEYUNXE To péyedog muphva k = 3 yia
NV TEA apyLTEXTOVIXT| Tou LNA.

To YNA mou tehxd emAéydnxe €yel TV apyttexTovixy Tou Teplypdpeton otov Ilivoxa
7.1l H exnaideuor| tou mpaypatonoeiton ot BA twv 80 emhupévwy yemUETELOY,
Yenotwonotwvtoag Tov ahyoderduo Peitiotonoinone Adam pe pudud exnaideuong 1074
XL G CLVEETNON UTWAELIG TO PEYLOTO ATOAUTO GQAAUAL.

H o&rohdynon tne anédoong tou YNA dev nepoplleton uévo oto o@dhua npdBiedng
Tou . Kpiowoétepn ebvar 1 enidoot| Tou dtav evowuoatwvetar 6to cbotnuo PUMA-
CNN, 1o omolo emlel Ti¢ e€lowoelg Yéong porg yenotonoiwvias 10 UNA wg ur-
oXATdo ToTO HOVTELO TUEPRNG xon peTdfacng. To Lyruo @ ToEOVCLALEL TG XOUUTUAES
Oy 9 dyvwoteg yewuetplec, ouyxpivovtac to anoteréopota tou PUMA-TM xat tou
PUMA-CNN. X1nv mAcupd unonieong, to onucio petdBaong npoBiéneton pe axplBela
oe 8 and Tic 9 mepintoelg. 20t600, oty mAcupd mticong, To PUMA-CNN teivel va
TEOPBAETEL TEWOTERPN UETHPUOT| OTIC TEPLOCOTERES TEPLTTWOELS.
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Yy 7.3: Iopeia opalpdtwy exnaidevons, apiiucs ededlepwy Papdv, kéotog ek-
maidevons Kal TeAkG o@dAua.

IMivaxag 7.1: Apyitextovikr) XNA

Eilcodot x,y, p,u, v, §2, S, Wy

Kpugd enineda 12

Kavéa avd eninedo 16 - 32 - 64 - 128 - 256 -
512 - 256 - 128 - 64 - 32- 16 - 8

[Muprvag Xuvéhine 3 %3

Yuvdptnor Evepyomoinong ReLU

Ko tovopr) Tuvicheo uf Toing oo nhcund vionizong Katavour Zuviehcy i TpuBic ouny ihupd nicong
—— PUMA-CNN === PUMA-CNN J

a4 4 —— PUMATM e I:l,“— 1o AuMATM : ] : | s i
aano 7 | | Eoevd [ ererad
Qo [ : l . | '

O H \_h \J qj L_JI [ __,-"I.?‘-HH_,J N

Yy 7.4: Katavoués ovvtedeotn) tpifnis otis yewpetples emklpwons yia PUMA-
TM (xékkvo) kat PUMA-CNN (urnAé)

‘Ocov agopd 10 Cp To PUMA-CNN otadepd umoextigd Ty Tiur Tou 6Twe QoiveTon
010 Uyfpa 7.5, pe péon Ty ogdhuaros 5.5%.

Apyixd, Biegdryovton TeelC BEATIO TOTOOELS YENOULOTOUWVTOS TO AOYLOUXO oLOAOYNOTNC
PUMA-TM, ue tpelc 81opopeTnols 6TOY0UC: EAUYLIOTOTONGCT TOU CUVTEAES TH OTULOUERX-
ovoog (min. Cp), yeylotonoinon tou onuelou petdfoone otny TAELEE unomnieong
(max. T'Pgg), xou yeylotonoinon tou onueiou yetéBacnc otnv mheupd mieone (max.
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Yo 7.5: Hpoprépeas Cp yra PUMA-TM kar PUMA-CNN.

T'Ppg). H televutoio Bektiotonoinom, av xou mpayUatonotfinxe yio AdGyoug Thnedtn-
oG, Oev emépepe Uelwon oto Cp xan dev Yo avaludel mepantépw otny mepihndn.

‘Oleg ot felTio TOTOIOELS TRy UATOTOLOVUVTAL UE EEEMXTOUE alY6pLioug utoBondol-
HEVOUC amd YeTapovTéAa uéow Tou EASY. Ot nepopiopol mou tidevton etvon: diatrienon
1 adZnon tou ouvteheath dvwone (Cr), Swthenon oyeddy otodepol cUVTEAECTH
comhic (Char), xou drotrienomn tou euadot (A) touldytotov oto 90% Tne opyixAc TWhC.

To Yyfua amewovilel Ty mopeia Twv dVo xlpwwy Bedtiotonoioewy. H umie
Yooy avTitpoowneel T BeAtiotomoinom ye otdoyo max. T FPgg, eve 1 x6xoavn auth
ue otoyo min. Cp. To dvw dudypauua delyver Ty e€€Min Tou Cp, eV TO XATW TNV
eZéMin Tou T Psg. Tapatneeiton 6Tt xou ot 500 TOGOTNTES UETUSIAAOVTAL UE TOPOUOLO
TPOTO, eVioybovTag TNV Ldleon OTL N xaduoTéRNon TN HETAPuonG UTopEL VoL 00N Y HoEL
oe uelwon g omo¥érxovoag. BNuyxexpiuéva, 1 BeAtiotonolnon max. T Psg enégepe
uelwon tou Cp xatd 6.6% xou xaduotépnon tne YeTdfoong otny Theupd uToTiEaNg
xotd 18.1%. Avtiotoiya, n Bertiotonoinon min. Cp nétuye pelwon tou Cp xotd
8.7% nou xaduoTtépnon Tne UeTdBaong otny TAeupd utonieong xatd 16.1%.

T —
00052 - —e— Max TPzs
-s- MinCp
g
0.0050 oy

046
1y 044 :
a’
= na4z2
040 5
 —
100 a0 00 40 500

Abiohoyrasg - TUs

YA 7.6: Iopeia fedtiotonoinons pe otdéyo to Cp (kdékkivo) kai pe otéyo to T Psg
(umke). EEéhién Cp ndvew kar T Pss kdtw ya tig 6o BeAtiotonoioeis.

Ou {diec BertioTonoW|oElC EmavohouBdvovTaL YENOWOTOWWVTAS To hoytlopxd PUMA-
CNN, 7o omnolo odlomotel ENA avti towv cugfatinedy novtéAny tHpBng xou YetdBaong.
Mio o&ordynon pe o PUMA-CNN omoutet 0.63 ypovixéc povddeg (6mou 1 ypovixn
wovado avtio totyel ot pla agtohdynorn tou PUMA-TM). Qotéoo, oe xdie Behtiotonoinon
ue to PUMA-CNN npootideton éva apyind xd6ctog 112 ypovincdv Lovddwy, yio Ty
exnofdevon Tou UNA xou ) dnuovpyio tne Bdong dedouévov.

To Myfua amewovilel ) BeAtiotonoinon pe 6téy0 TN peytotonoinon Tou T Psg.
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Hopoatneeiton 611 To PUMA-CNN emituyydver xahOtepn Adorn oc oOyxplon Pe To
PUMA-TM, 1600 w¢ npog 10 T'Pgg 660 xan w¢ mpog 1o Cp. Ou toxtinég emavad-
ohoyhoele (amewovilovton Ue Soxexouuévn yeouun) emBeBatdvouy TNy eyxupdTNnToL
Twv anoteleopdtwy Tou PUMA-CNN. Telwd, emtuyydvetar pelwon touv Cp xotd
9.6% o€ 425 povédeg ypbvou, Tou elvor 15% toyUtepa oe olyxpton pe to PUMA-TM.

MeyioTomolnon ZrpwThg MNepioxng

-
i T —=— PUMA-GNN
0.0062 ._-L__ et — —a— PUMA-TM

-®= PUMA-CNN reeval
00050 L
a

0.0048

0.0046 !

0450

g

i 0425 —

= "
0400 "‘-_’-

0.275

100 200 200 400 425 500

Yynuo 7.7: Meyioronoinon T'Pss pe PUMA-CNN ka1 PUMA-TM.

To Yyfua Tapouctdlel T BeAtioTonoinon ue otoyo TNy ehayioTonoinon tou Cp.
Katd tnv mpwtn enavadiohdynon, dmotinxe adinorn tou o@dhuatog Tou PUMA-
CNN ot mpoBredn tou Cp, odnydviag ot emavexnaideuon Tou CNN. To oyfua
amexovilet 8o oevdpta Behtiotonoinong we to PUMA-CNN: ye enavexnaideuon (oxolpeg
OmOYPWOELS) Xt ywplc (avolytée amoyp®oels).  Axdéun xa ywplc emovexmoideuon,
emTLYYaveTow Yeiwon Tou Cp, woT600, TO GEVIRLO UE ETAVEXTBEVTT) Amodidel xahUTEpX
AmOTEAECUATA, XAVDG TO CPIAUOL UELWVETAL ONUUVTIXS Xai 1) BeEATIoTOTOINOT 001YEl OF
ANoom epduhhn authc Tou PUMA-TM oe nepimou (6o ypodvo.

Ehayioramolnon Omabéikouoag

8 BUMACNN 1% N Tt et

= 00038 | e PUMA-CNN.RT

—=— PUMATM e o
= PUMA-CNN raeval

—®- PUMA-CHN-RT resval

00046

0.0014
100 200 300 400 500

Yy 7.8: Flaxiotonoinon Cp pe PUMA-CNN ka1 PUMA-TM.

AeBoEVNE TNE OTOYUO TIXOTNTOC TV ECEMXTINGDY kY ORIIUWY O TOL TELOUOTOL ETAUVONOY-
Bévovton yia GAREC BUO (TpELC GUVOAO) BLUPOPETIXEC UPYIXOTIONCELS TNG YEVVATELOG
Tuyadwvy apriumy. Telnd emahnieletoan Twe ol BedtioTonow|oeic Ye 6T6y0 T0 T Pgg
00N YO0V UG TNUUTIXG OF EQAUIARAL 1) Xou XahOTERA amoTEAEGUOTA 650V apopd To Cp,
oLYXEITXE PE TIG BEATIOTOTOWOES Tou GToyevouy arevleiag oto Cp. Emmiéov,
10 PUMA-CNN amnodeivietar oflOmoTo »¢ Aoylopuxod aloAdynone. e Oheg TiC
TEPLTTWOELS, ETTUYYAVEL cavoTotnTixy| elworn tou Cp xon adénon tou T Psg, e Ta
ATOTEAEGUATOL VO ETUIXVEWVOVTAL PEGW eTavadtohoyhioewy and Tov PUMA-TM.

Xenon ENA wg Troxatdotata Movtéhwy ToOepBng xow Metdfaong
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otnv Aepoduvapix) Avaluon xaw BeAtiotonoinon tng Mepovopevng
Aepotopnic S8052

H oepotour; S8052 peietdrton otic axdhovdec ouvirixee pofc: My = 0.1, Res =
2.3 x 108, T, = 0.005 xau ce ywvia TEooTTWONG 2°.

H yeoypetpla tng agpotourc napauetponoteital yenotuonoinviag oyxouctewes NURBS
ue 12 ekediepa onueio eréyyou, Ta omolo umopolv va petonavndoly optlovTior xou
xotaxopupa.  Autd odnyel oe 24 yetafBintéc oyediaouol. Me tn uédodo deryuotohr-
ndlac Latin Hypercube Sampling (LHS) &nuiovpyotvton 50 yewuetpieg, ot omoleg Va
yenotonotnoly yio Ty exnaideuon tou LNA. O diadéoipeg eloodot yio To XNA xon
1 Hop@n mou déyeton (opoywmvixd medior 0TO PETATYNUATIONEVO GUCTNUA &-1)) TUPOUE-
vouv {dleg ue Ty mepintwon g agpotouric NLF0416.

Me Bdon to cuynepdopoata and TNV TEONYOUUEVT HEAETY), 6oL dlamoTHINXE OTL TO
Béhtioto uéyedog muprva elvan 3, oTny Topoloa avdAUOY BlepEuvdTal xoTd TOCOV Ef-
Vol amoodTNTO OAA T GUVEAXTIXG ETTEDN VoL TEAYUATOTOOUY GUVEMEELS UE TUPTVES
3 x 3. EZetdlovtan téooepic apyttextovixéc (Cy, Cr, Cy, C3) 6mwe gaivoviar 6To
Yy EexvavTag and €va BiXTUO oL YENOWOTOLEl ATOXAELG TiXd Tupriveg 1 X 1
(Co) xou otadlaxd oavEdvovtag tov aptdud twv emmédny e muprivee 3 X 3. Ta XNA
yenowomnooly 8 medla e1cddov, To 1 x, Y, u,v,p, S, 2, Wy, yio vo topdyouv to medio

ot

=1
b

. G4 |:| ; D
§ [] L ]
O Il il
] L] |
D D D iy
il ] ] ]
O O ]
: L] L] []
[ : ] [
LRV NV AN
[] a ]
Co k=l k=1 k=1 k=1 k=1 k=1
o k=3 k=1 k=1 k=1 k=1 k=1
Cs k=3 k=3 k=1 k=1 k=1 k=1
Cy k=3 k=3 k=3 k=1 k=1 k=1

Yy 7.9: YNA npog ovykpon. To Cy xpnoiuonoiel uévo 1 x 1 nypnres, evd ta
C1, Cy, C3 mpoodevtikd eiodyovy mupnres 3 X 3.

To amotehéopata delyvouv OTL 1) ¥erom U Hovadtadou Tupriva €xel onuavTxr] VeTixn
enidpaon oxoun xo and 1o mewto eminedo. Onwg @alveton and TNy mopela TG Ex-
Taldevong 6To Lyfua Ta OiXTUN TIOU TEPLEYOUV TOUAAYLOTOV VoL ETUTEDO WE
muphvat 3 X 3 mopouctdlovy xUAUTERY amddocT TOGO GTIC YEWUETPlEC exmaideuone
000 xou 0TI YEWpETpleG emlpwong. H onpavtind Peitiwon axdun xo yio to C) un-
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0BeEVUEL OTL aUTH TEOEPYETAUL XUPIWE AT TNV EYYEVH PUOLXT TNG YPNONG YELTOVIXODY
TATPOPOPLOV.

1e-5 >{p('1A.|.(: Ernaiieuan  je-s )$(.1.*.',J.Il Enmsdgueng

200 00 40 500 o 100 a00 00 40
Enoyic Crogic

Yynpo 7.10: Ilopeia exndidevons twy YNA.

Ané ta 4 dixtua, v T ouvéyela emAéydnxue To Cs xadde EUPAVIOE TO UXPOTERO
OAAUoL €TXOPMWONG, UTOOEVOOVTUS TNV XOAUTERT XAVOTNTA YEVIXEUOTC O VEO Oe-
douéva. Autéd ouvepydleton pe tov PUMA (hoyiopixd a&oréynone PUMA-CNN) xou
mpaypatonotel xde allordynon oe 0.7 ypovixég Hovadee.

YN cLVEYELN TEAYUUTOTIOOLVTOL Ol 4 BEATIOTOTOW|OELS Yiol TOUG 600 GTOYOLG: min.
Cp xow max. TPgg, xou to 800 hoyiouwd agiordynong: to PUMA-CNN xo to
PUMA-TM. To cbotnuoa PUMA-CNN egetdleton w¢ mpog v mpofBiedn towv Cp xou
T Psg méve oe 10 yewpetpieg emxdpwong, 6nog goiveton oto Lyfua[7.11} H anédoon
6oov agopd to Cp eivar e€upetny| (Uéoo opdipa 3.8%) ondte 1 Behtiotonoinon ue
otoyo to Cp unopel va mparyuatoroinlel. Eneldy| dung n amddoorn otny nedliedn tou
T Psg dev elvan e€loou xaht| 1) 3domn dedouévwy eumhoutileton ye 30 emniéov yewueTpleg
X0l TO BIXTUO ETAVEXTABEVETOL UE XOGTOC 40 YPOVIXMY UOVABWY, OTOTE XAl ETULTUY Y VEL
e&loou xahry andédoon (uéoo o@dlua 3%). H Bektioon auth eivar xplown yoo v
altomiotion TNg BeATioToNoMONG UE GTOYO TN HEYLOTOTOINON TNG OTEWTHC TEQLOYTC.

Y10 Myfua nopouctdletar 1 Pedtiotonoinon ye otéyo min. Cp yio ta 800
Aoytouxd aglohoynone. Kau o 600 hoylouxd emtuyydvouy onuavtixy| yelwon tou
Cp, pe to PUMA-CNN va tepuatiler oe 429 ypovixéc povades, 14% yenyopdtepa
ano to PUMA-TM, xou va Beioxel oyedov wodia Ao,

2to My fua nopouotdleton 1 Behtiotonolnon pe otéyo max. T Pgg yio o 800 ho-
yiouwxd atohdynone. To 600 hoyiouxd xataAfyouy oyeddy oty Bla AVoT), 1060 we
meoc to Cp xou w¢ npoc 10 T'Pgg. To PUMA-CNN teheundver oe 469 ypovixéc povddec,

Figwpian Tunow Co0 TH ws CHNY

—— PUMATM
o PUMACKN

~AINE

A 12 x4 oz &
ApBude NewueTpiog Apugudc MewpeTpiog

Yy 7.11: Yopdlpata Cp ka1 TPsg otig 10 yewjetpies emkipwong
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Ehayioromeinan OmoBikkouoag

' PLMA-CNY
00052 = iy
- PLMA-CNN rmeval

00 200 00 00 429 500
TuUs

Yyxnue 7.12: Ilopeia PeAtiotonomjoewy ue otdyo min. Cp ya ta dVo Aoyiopikd
a&ioAdéynong.

Meyiotomainon Zipwirg Nepoxng
TEEE T

nons

g~ PUMA-CRN ——
—-— PUMATH "y
otdd  —®— PURMA-GNK reaval -

W0 200 ] 400 of8 500

YyAue 7.13: Iopeia Bedniotomomjoewr pe otéyo maz. T Pss ya ta 6Vo Aoyiopikd
a&oAéynong.

6% yenyopdtepa and o PUMA-TM. e oyéon pe Tic Moelg Twv PeATioTono|oewy
ue otoyo min. Cp, ot Aoeg pe otoyo max. 1'Pgg dev uotepoly w¢ mpog to Cp.
Autéd umoBeEVUEL OTL XL E0W, 1) LEYLOTOTOINGCT TN OTPWTNG TEQLOY G patveTon vor ebvor
EVOC UATOTEAEOUATINOG EVOANAXTIXNGG OTOYOC Lo TN Uelwor g omo¥érxoucoc.

Y UUTERACUAT

To XNA anédetloy v avoTnTd ToUg Voo LTOXHG TOUY ATOTEAEOUATIXG TAL LOVTENX
TOEPNC SA o petdfacne v — Reyp, ot Behtiotonoinon popgrc acpotoumy. H yeinon
T0U %60 T0UC adlohGYNoNe XuPdvInxe petalld 30% xou 40%, avdhoya pe TV TEpiTTWoN
xou TNy opyttextovixf) U NA nou yenowonotdnxe. To PUMA-CNN Eenépaoe otadepd
10 PUMA-TM ot unoAoylo Txr| amodoTixoTnTo, oxoun xon 6Toy GUUTERLApUnXaY Ta
%001 EXTUOEUOTG, OAOXANPOVOVTUS TIG BEATIOTOTOLACELS G ALYOTEQO YPOVO.

Ko otic 800 mepintdoelc agpotopdy mopatneiinxe woyuet cucyétion puetald Cp xou
T Psg, eEmxup®VovTog TNV TROcEYYLoT Tng Yeytotonoinong Tou T'Pgg w¢ utoxatdoTtato
Yoo Ty edaytotomoinom Tou Cp. Ye dpxeTéc TEQINTOOELS, 1 fehTioTonolnor ue otoyo
10 T'Pgg5 001yNoE O LGOBUVUUOL 1) 0XOUT| Xl XOAVTEQU ATOTEAECUUTA G GOYXQELOT UE
™ BedtioTonolnon e otéyo 10 Cp, UTOBEXVIOVTUC OTL 1) UEYLOTOTOMNGT TNS OTEWTAC
TEPLOY MG EVOEYOUEVWE Elvan €Vag TEOTWOTEROS 0TdY0¢ BeATIoTOTONONS.

To ENA €deiéav Bertiouévn axplBeta otny TedBAedmn Tou 11y o obyxplon pe to BNA,
AOY® TNG WOVOTNTAC TOUC VoL EVOWUATOVOLY TANPOQYORIEC amd yeLTovixd oTolyeio Tou
mAéypatoc. H Bértiotn anddoon emtelydnxe e tn yerion muphiveoy cuvéling 3 X
3 uévo ota apyixd enimeda Tou BTUOU, UTOBNAMVOVTAG OTL TA OQEAY TEOEPYOVTOL
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©UPlWE AT TNV XATAYEOPY| TOTUXDY YOEXAOY EEUPTHOEWY Toed and TNy adinon tne
AVOTURUOTATIXAG LoYVOC AOYW ETUTAEOV EXTIAUDEDOUIOY TORUUETOWY.
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